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Crowding in the emergency department (ed) occurs 
when the identified need for emergency services exceeds 
available resources for patient care in the ed, hospital, or 
both.1 the result of ed crowding is reduced quality of care, 
affecting morbidity, mortality and patient satisfaction. 
this is illustrated by two recent studies that demonstrate a 
direct association between ed crowding and an increased 
risk of mortality.2,3 in addition, delays in patient treatment 
also effect outcomes in conditions that benefit from 
short door-to-needle times, such as myocardial infarction, 
stroke, sepsis, meningitis and pneumonia. one of the 
most important indicators of quality of care and patient 
satisfaction is pain management, which is negatively 
affected by ed crowding as well. therefore, understanding 
the causes, effects and solutions of ed congestion is 
important and subject of research questions.4

To examine the complex logistic process of patient care on 
the ED, the process can be divided in three components: 
input, throughput and output. Input corresponds with 
aspects of patient inflow. Throughput corresponds with the 
process of patient care within the ED. Output corresponds 
with aspects of patient discharge from the ED. 

Concerning input factors, ED visits are increasing. In 
our hospital, an inner city hospital in Amsterdam, a 
17% increase to 49,000 ED visits per year was noted in 
the last eight years. A further rise is expected because 
of increasing numbers of self-referrals, ageing with 
shortage of care facilities, reduced number of hospital beds, 
waiting list problems, weakening of primary care services, 
illegal or uninsured patients and the demand for short 
diagnostic pathways. In addition, the Dutch government 
has intentions to concentrate acute care, which will put 
even more pressure on emergency departments. Research 
on input factors has focused on the patient with non-urgent 
complaints, such as an ankle sprain, normal cold, wound 
care, etc. Unlike the expectations, there is no evidence 

that this patient category is the cause of ED crowding and 
increased waiting times.5 In fact, it is the sick patient that 
needs hospital admittance and who is waiting for transfer 
to the ward that causes ED crowding and prolonged length 
of stay. This is mainly determined by the availability of 
hospital beds.6,7 So, improving output seems to be more 
important than reducing input to prevent ED congestion. 

In this issue of the Netherlands Journal of Medicine, Vegting 
et al. describe throughput factors that influence the 
length of stay within the ED.8 They analysed completion 
times of all patients presenting to the ED during one 
month. The study results show that factors causing 
the throughput time to exceed a four-hour target were 
urgent triage category (ESI 3), age above 65, additional 
diagnostic investigations (CT scan) and evaluation by 
internal medicine, neurology or multiple specialities. 
Hospital admission as output factor was also associated 
with extended length of stay in the ED. Throughput factors 
have been evaluated at the ED of our hospital as well by a 
time analysis of internal medicine patients.9 In addition 
to the factors already mentioned, determinants we found 
were waiting time before arrival of the doctor, ED visit 
between 12.00 and 18.00 hours and the experience level of 
the resident. The door-to-doctor time and arrival times also 
contributed to the length of stay in the study of Vegting 
et al.; however these factors were not associated with the 
four-hour target.8 

Those patients who are evaluated by internal medicine 
are associated with a long throughput time in the ED. 
This has often to do with the complexity of the patients. 
Using our experience, the flow of these patients through 
the ED process can be improved by the following 
recommendations. 

Firstly and foremost, acute care based on ‘Advanced Life 
Support’ (ALS) principles should be quick and effective. 

e d i t o r i a l
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These principles are aimed at identifying life-threatening 
problems. In addition, resuscitation and treatment is 
immediately started before a certain diagnosis is made. 
Since January 2011, it is mandatory that all physicians 
working in an ED in the Netherlands have followed special 
training in ALS.10

Secondly, ordering diagnostic tests immediately after triage 
accelerates the patient flow.11 This is especially useful 
when the doctor cannot directly see the patient for any 
reason. Almost every patient seen by internal medicine 
needs additional laboratory or radiographic examinations. 
Standardised symptom-based protocols have been developed 
that can be used for diagnostic work-up according to the 
presenting symptom, such as dyspnoea or abdominal pain. 
The availability of the results during the evaluation of the 
patient accelerates the diagnostic process in the ED.

Thirdly, monitoring of the diagnostic process is important, 
especially if multiple patients present simultaneously. To 
prevent crowding in the ED, only those diagnostic tests 
that contribute to making clinical decisions should be 
performed in the ED. This includes consultation of other 
specialities. To improve patient flow during peak hours two 
residents of internal medicine are scheduled in the ED of 
our hospital. 

Fourthly, clinical decision-making supported by direct 
supervision reduces length of stay in the ED. In our 
hospital an internist is physically present at the ED and 
available for direct supervision during peak hours. The 
aim is to review every patient within two hours after 
presentation. The presence of an internist is also a valuable 
contribution in the training of residents by direct bedside 
teaching and supervision.

Fifthly, effective discharge planning is helpful to improve 
output. This can be achieved by having an overview of 
occupancy of hospital beds and effective communication 
about patient discharge from the ED. For logistic reasons, 
some hospitals create acute medical units to smooth the 
integrated hospital processes. Thinking one step ahead, 
after leaving the hospital, the patient may need extra care 
at home or in a nursing facility. Organising this care can 
substantially extend the admission period, blocking new 
admissions from the ED. To maintain the continuity of 
patient care, outflow of patients with support of community 
services must be arranged. This illustrates that continuity of 
acute care and crowding issues reach further than the ED.

Last but not least, coordination of acute care will improve 
ED congestion and also quality of care in complex patients 
with multiple problems. Although it cannot be drawn 
from the study results, Vegting et al. conclude that lack of 

coordination of care is responsible for prolonged length 
of stay in the ED.8 Definitely, better coordination of 
care is needed. This can be demonstrated by looking 
at an individual patient, for example the elderly patient 
presenting to the ED after being found on the floor 
with a decreased consciousness. After evaluation by 
the ED physician, several medical specialities will be 
consulted. For example, neurology for ordering a CT scan, 
cardiology for atrial fibrillation and internal medicine 
for elevated inflammatory parameters. After all the 
diagnostic procedures have been performed, the patient 
will have been in the ED for more than eight hours, while 
immediately upon arrival it is evident that this patient 
needs hospital admission. This patient has all the risk 
factors for prolonged length of stay that are described in 
the study by Vegting et al. Instead of serial assessment of 
this patient by different specialities, this complex patient 
with multiple problems needs an integral approach.

The expert in this field is the internist working in the 
ED department, whose specific domain is the complex 
undifferentiated patient with multiple disorders. The 
internist can adequately consider the (pathophysio logical) 
context of a complex presentation and offers broad 
multidisciplinary knowledge and skills to achieve an 
integrated approach and treatment of these patients. 
Furthermore, the internist can identify these patients and 
initiate the coordination of acute care at the ED. In order to 
fulfil this role, the internist should be physically present in 
the ED. It is the strength of the internist to get the patient 
at the right place. This may also mean referral to another 
speciality by timely consultation.

In recent years, a new subspeciality of internal medicine 
has been developed: ‘Acute Medicine’. The internist 
with the subspeciality acute medicine is a generalist 
with specific expertise in acute care through extensive 
knowledge and skills in ALS, pain treatment and 
toxicology. In addition, this doctor has been trained in the 
coordination and logistics of acute care. Working at the 
interface between the first line, the emergency department, 
the clinic and the outpatient clinic, the internist is able 
to guide patient flow. Further professional development 
of this subspeciality will contribute to the quality and 
effectiveness of acute care and will have a positive effect 
on training, education and research in the field of acute 
medicine.

In conclusion, patient flow at the ED is complex and 
crowding issues are here to stay. Numerous measures 
for improvement have been identified and can be 
implemented. Coordination of complex acute medicine 
is the expertise of the internist. Therefore, the internist 
fulfils a key position at the ED. 
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a b s t r a C t

Chemokines and chemokine receptors have been 
implicated in inflammatory cell recruitment and 
angiogenesis underlying the pathogenesis of rheumatoid 
arthritis (ra) and other inflammatory rheumatic diseases. 
numerous CXC, CC, C and CX3C chemokines and their 
receptors have been detected in the arthritic synovium 
and numerous strategies, including biologics, peptide 
and other small molecule inhibitors of chemokines 
and their receptors have given promising results in 
preclinical studies performed in animal models of 
arthritis. However, most recent human ra trials using 
antibodies and synthetic compounds have failed. reasons 
for negative results of these ra trials include overlapping 
actions of multiple chemokines, dose-dependency, 
both antagonistic and agonistic effects of chemokines, 
chemokine degradation by proteases, as well as effects 
of anti-inflammatory, regulatory cells. recent studies 
have suggested that CCr1 may still be a good target and 
previous trials may have failed because of the need of 
sustained CCr1 occupancy throughout the treatment. 
therefore, modulation of receptor occupancy may be 
a feasible option to increase the efficacy of chemokine 
receptor targeting. 

K e y W o r d s 

Rheumatoid arthritis, chemokines, chemokine receptors, 
targeting

i n t r o d U C t i o n

In rheumatoid arthritis (RA) and other types of arthritis, 
leukocyte extravasation into the synovium occurs through 
the vascular endothelium. Numerous synovial chemotactic 
mediators termed chemokines and their receptors are 
involved in this process reviewed in references 1-6. Currently, 
there are more than 50 known chemokines and 19 
chemokine receptors.4-6 Some of these chemokines and 
chemokine receptors are also involved in angiogenesis 
underlying synovitis.7-9 The release of chemokines antedates 
the onset of clinical arthritis.10,11

In this review, we will briefly summarise the most 
important chemokines and chemokine receptors in the 
pathogenesis of arthritis. Then we will give a critical 
update on recent anti-chemokine and anti-chemokine 
receptor approaches. As most of the initial studies have not 
been successful, we will try to give an explanation for this 
and make suggestions for future trials.

C H e M o K i n e s  i n  a r t H r i t i s

Chemokines have been classified into the CXC, CC, C and 
CX

3
C supergene families (table 1). Their corresponding 

receptors have been termed CXCR, CCR, CR and 
CX

3
CR.2,4,6,12 Recently, the traditional name of chemokines 

was replaced by a unique designation of CXCL, CCL, XCL 
and CX

3
CL, considering all chemokines as ligands of 

their respective receptors.4,6,12 Apart from this structural 
classification, these mediators have been functionally 
classified as homeostatic and inflammatory chemokines.1,4 
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Nevertheless, these classifications are not fully justified 
as some primarily homeostatic chemokines involved 
in lymphoid development have also been implicated in 
inflammatory states, such as arthritis.1,4

CXC chemokines in arthritis
In CXC chemokines, two conserved C residues are 
separated by one unconserved amino acid. These 
mediators chemoattract neutrophils, lymphocytes and 
monocytes into the synovium. The underlying molecular 
mechanisms include leukocyte integrin expression and 
L-selectin shedding, cytoskeletal reorganisation, neutrophil 
degranulation and phagocytosis, as well as the production 
of proteases and other inflammatory mediators.1,4-6,9

The most relevant CXC chemokines involved in the 
pathogenesis of arthritis are CXCL1 (groa), CXCL4 (PF4), 
CXCL5 (ENA-78), CXCL6 (GCP-2), CXCL7 (CTAP-III), 
CXCL8 (IL-8), CXCL9 (Mig), CXCL10 (IP-10), CXCL12 
(SDF-1), CXCL13 (BCA-1) and CXCL16. All these 
chemokines are abundantly expressed in the sera, 
synovial fluids and tissues of arthritis patients.3-5,13-33 
Synovial macrophages are the major source of most 

CXC chemokines and they are sensitive to change after 
effective treatment.3,16,19,22,34-36 The pro-angiogenic or 
angiostatic function of CXC chemokines has been linked 
to the presence or absence of the ELR amino acid motif 
in their protein sequence, respectively.7-9,20,37 Indeed, the 
ELR-containing CXCL1, CXCL5, CXCL7, CXCL8 and 
CXCL16 promote,7-9,16,17,20,29,38-40 while the ELR-lacking 
CXCL4, CXCL9 and CXCL10 inhibit synovial neovascu-
larisation.8,9,41 In addition, all these CXC chemokines exert 
mostly inflammatory rather than homeostatic function 
(table 1).

CXCL12, CXCL13 and CXCL16 are more peculiar CXC 
chemokines in many ways. First, while the other CXC 
chemokines described above have common receptors, 
CXCL12, CXCL13 and CXCL16 are specific ligands for 
CXCR4, CXCR5 and CXCR6, respectively.4,13,14,24,26,27,29-31,42-45 
Second, these three chemokines are primarily homeostatic 
chemokines involved in lymphoid organisation, but they 
have also been implicated in synovial inflammation, as 
well as synovial lymphoid neogenesis.1,14,29,31,42,44 Regarding 
angiogenesis, CXCL12 promotes neovascularisation 
despite lacking the ELR motif.8,39,46 CXCL12 induces 
CXCR4-dependent integrin-mediated lymphocyte and 
monocyte adhesion and migration, as well as osteoclas-
togenesis, bone resorption and thus radiographic 
progression in RA.24,26,27,44,47-49 CXCL13 is also expressed 
by synovial fibroblasts, T cells and endothelial cells 
and follicular dendritic cells within the RA synovium. 
30,45 CXCL16 is secreted by synovial macrophages and 
fibroblasts and is involved in mononuclear cell recruitment 
into the RA synovium.3,13,14,29

CC chemokines
CCL2 (MCP-1), CCL3 (MIP-1a), CCL5 (RANTES), CCL7 
(MCP-3), CCL8 (MCP-2), CCL13 (MCP-4), CCL14 (HCC-1), 
CCL15 (HCC-2), CCL16 (HCC-3), CCL17 (TARC), CCL18 
(PARC), CCL19 (ELC), CCL20 (MIP-3a) and CCL21 
(SLC) have all been detected in arthritic sera and synovia 
(table 1).25,30,50-68 These CC chemokines are chemotactic for 
monocytes and lymphocytes. Among these chemokines, 
CCL20 preferentially recruits Th17 cells,64 induces both 
osteoblast proliferation and osteoclast differentiation 
and collaborates with the RANK ligand system in the 
uncoupling between new bone formation and bone 
resorption in RA.69,70 CCL13 has been associated with 
the cartilage of the RA joint and is released by articular 
chondrocytes.71,72

Regarding chemokine function, CCL2, CCL3, CCL5 and 
CCL13 exert mainly inflammatory functions. Among 
primarily homeostatic CC chemokines, CCL17, CCL18, 
CCL19 and CCL21 have been implicated in synovial 
lymphoid neogenesis in arthritis, as well as physiological 
lymphoid organisation.30,50,65-67,73 

Table 1. Chemokines and chemokine receptors relevant 
for RA*

Chemokine 
receptor

Chemokine ligand 

CXC chemokine receptors

CXCR1 (A) IL-8/CXCL8 (A,H), GCP-2/CXCL6

CXCR2 (A) IL-8/CXCL8 (A,H), ENA-78/CXCL5 (A), groa/
CXCL1 (A), CTAP-III/CXCL7, GCP-2/CXCL6

CXCR3 (A) IP-10/CXCL10, PF4/CXCL4, Mig/CXCL9

CXCR4 (A) SDF-1/CXCL12

CXCR5 BCA-1/CXCL13

CXCR6 CXCL16 (A)

CXCR7 I-TAC/CXCL11, SDF-1/CXCL12

C-C chemokine receptors

CCR1 (A,H) MIP-1a/CCL3 (A), RANTES/CCL5 (A), MCP-3/
CCL7, HCC-1/CCL14, HCC-2/CCL15, HCC-4/
CCL16

CCR2 (A) MCP-1/CCL2 (A,H), MCP-3/CCL7, HCC-4/
CCL16

CCR3 RANTES/CCL5, MCP-2/CCL8, MCP-3/CCL7, 
HCC-2/CCL15

CCR4 TARC/CCL17, CKLF1

CCR5 (A,H) MIP-1a/CCL3 (A), RANTES/CCL5 (A), MCP-2/
CCL8, HCC-1/CCL14

CCR6 MIP-3a/CCL20

CCR7 SLC/CCL21

C chemokine receptors

XCR1 Lymphotactin/XCL1

C-X3-C chemokine receptors

CX3CR1 Fractalkine/CX3
CL1 (A)

*already targeted in animal models (a) or human (H) trials. see text 
for abbreviations
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C and CX3C chemokines in ra
The C chemokine family contains two members, XCL1 
(lymphotactin) and XCL2 (SCM-1b). Among them, XCL1 
is involved in T cell accumulation in the RA joint.74,75 The 
single member of the CX

3
C family is CX

3
CL1 (fractalkine). 

This chemokine is chemotactic for mononuclear cells, 
mediates T cell adhesion and cytokine production, and 
regulates the cytoskeletal structure, proliferation and 
migration of synovial fibroblasts.75-79 CX

3
CL1 is also an 

angiogenic mediator80 and has been associated with 
rheumatoid vasculitis81 and accelerated atherosclerosis 
leading to increased cardiovascular morbidity in RA.80,82 

C H e M o K i n e  r e C e P t o r s  i n 
a r t H r i t i s

Chemokine receptors are 7-transmembrane domain 
receptors expressed on the target cells. Some chemokine 
receptors, such as CXCR2, CCR1, CCR2, CCR3 or CCR5, 
have multiple ligands, while others including CXCR4, 
CXCR5, CXCR6, CCR8 or CCR9 are specific receptors for 
one single ligand (table 1).1,4,5

In general, all CXCRs have been implicated in the 
pathogenesis of arthritis. CXCR1 and CXCR2 recognise 
the most relevant inflammatory and angiogenic CXC 
chemokines described above.4,5,83 CXCR3 may be the most 
important receptor in leukocyte homing into Th1 type 
inflammatory sites, such as the RA synovium.84,85 As 
described above, CXCR4 is involved in CXCL12-dependent 
ingress of lymphocytes into the RA synovium.27 CXCR4, 
CXCR5 and CXCR6 bind their respective homeostatic 
chemokine ligands, CXCL12, CXCL13 and CXCL16. Thus, 
as mentioned above, these CXCRs are involved in both 
physiological lymphoid organisation and synovial lymphoid 
neogenesis.5,14,27,29,30,86 
Among CCRs, CCR1, CCR2, CCR3, CCR4, CCR5, 
CCR6 and CCR7 are abundantly expressed in the RA 
synovium and on synovial cells.2,4,5,68,83,85,87-90 CCR2 and 
CCR3 are also present on articular chondrocytes.91 CCR5 
may be the most prominent CCR characterising Th1 
inflammatory infiltrates.85,87 In some studies, a single 
nucleotide polymorphism leading to the production of the 
truncated ∆32-CCR5 non-functional receptor allele was 
found to be protective against RA including extra-articular 
symptoms and joint erosions,92-95 but results have been 
variable.96,97 The protective role of this polymorphism 
was also suggested in juvenile98 and psoriatic arthritis.99 
CCR6 is involved in the ingress of Th17 lymphocytes into 
the rheumatoid joint.64,100 CCR7 has been associated with 
synovial lymphoid neogenesis in murine arthritis.86 In a 
comparative study on CCRs, peripheral blood monocytes 
mainly expressed CCR1 and CCR2, suggesting that these 
receptors were involved in monocyte recruitment from the 

circulation. In contrast, CCR3 and CCR5 expression was 
upregulated in RA synovial fluids indicating that these 
CCRs were important in monocyte retention in the joint.88

Regarding the C and CX
3
C chemokine receptors, XCR1 

is expressed on RA synovial lymphocytes, macrophages 
and fibroblasts, while CX

3
CR1 has been detected on 

macrophages and dendritic cells.4,76,101 CX
3
CR1 has been 

implicated in the recruitment of Th1 type lymphocytes 
into the joint.101

t a r G e t i n G  o f  C H e M o K i n e s  a n d 
C H e M o K i n e  r e C e P t o r s

Chemokines and chemokine receptors may be targeted 
by indirect, non-specific as well as by direct, chemokine-
specific approaches. These strategies have been tested in 
animal models of arthritis, in vitro cultures of human RA 
synovial cells and tissues, as well as in a limited number of 
human RA clinical trials (table 1). [reviewed in references 
4,5,102-104]

inhibition of chemokine and chemokine receptor 
expression by immunosuppressive therapy
Some non-steroidal anti-inflammatory drugs (NSAID), 
corticosteroids, traditional disease-modifying 
anti rheumatic drugs (DMARD) and biologics exert 
multiple anti-inflammatory actions including chemokine 
and chemokine receptor inhibition. In early studies, 
NSAIDs and corticosteroids attenuated CXCL8 and CCL2 
production in vitro, as well as in arthritis models.105-106 
A recently developed dual cyclooxygenase-lipoxygenase 
inhibitor, ML3000, downregulated CXCL9, CXCL10 
and CXCL11 expression in RA synovial fibroblasts.107 
Among traditional DMARDs, sulfasalazine, sulfapyridine, 
methotrexate (MTX) and leflunomide inhibited the 
production of various CXC and CC chemokines in synovial 
cell and explant cultures in vitro, as well as in animal 
models of arthritis and RA in vivo.105,108-114 There have 
been an increasing number of studies with biologics, 
primarily anti-TNF agents. Infliximab and etanercept 
may suppress the release of CXCL1, CXCL8, CXCL10, 
CXCL16, CCL2, CCL5, CCL20, CX

3
CL1 and possibly other 

chemokines in RA.13,115-125 The IL-6 receptor inhibitor 
tocilizumab also suppressed CCL20 production in RA,121 
As IL-6 signalling plays a crucial role in the stimulation 
of chemokine production in RA,126 tocilizumab may 
inhibit the release of other chemokines as well. B cell 
inhibition by rituximab alters the CXCL8 network127 
and decreases CCL5 production.128 Efficacy of rituximab 
has been associated with surface CCR5 density.128 With 
respect to chemokine receptors, TNF-a blockade also 
reduced CCR3, CCR5, CCR6 and CX

3
CR1 expression on 

T cells122,129,130 and resulted in the clearance of CXCR3+ T 
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cells from the synovium.131 The efficacy of rituximab was 
correlated with increased CCR5 density on peripheral 
blood T cells in RA.128 Chemokine inhibition by biologics 
may have relevance for safety of anti-TNF therapy as 
infliximab reduced the secretion of CXCL8, CCL2 and 
CCL3 in response to Mycobacteria.132 Some other synthetic 
compounds, as well as natural products, may also influence 
chemokine secretion. For example, antioxidants, such as 
N-acetyl-L-cysteine and 2-oxothiazolidine-4-carboxylate, 
the bioflavonoid quercetin, as well as the lipid-lowering 
simvastatin, inhibited the expression of CXCL8 and CCL2 
by activated, cultured human synovial fibroblasts.133-135 
Epigallocatechin-3-gallate (EGCG), a compound derived 
from green tea, as well as green tea extracts suppressed 
the production of multiple chemokines including 
CXCL1, CXCL5, CCL2 and CCL5 by cultured RA synovial 
fibroblasts, bone cells and in a rat model of arthritis.136-138 
Activation of peroxisome proliferator-activated receptor g 
(PPARg) suppresses CCL2 expression in monocytes,139 thus 
PPARg agonists, such as glitazones, may inhibit chemokine 
production. Some traditional Oriental medicines, such 
as triptolide, lingzhi, curcumin, tongbiling, honokiol, 
cool-cool and others exert antiarthritic effects, which 
may, in part, be explained by chemokine and chemokine 
receptor inhibition.103,140-146

specific chemokine targeting 
In various animal models of arthritis, neutralising 
antibodies to CXCL1, CXCL5, CXCL8, CXCL16, CCL2, 
CCL3, CCL5, CCL24 and CX

3
CL1 blocked arthritis both 

therapeutically and preventatively.14,22,147-152 A novel inhibitor 
of endogenous CCL2, p8A-MCP-1, also improved rat 
adjuvant-induced arthritis (AIA).54 Peptide inhibitors of 
CXCL4, CCL2 and CCL5 also attenuated murine and rat 
arthritis.153-155

The efficacy of chemokine targeting may be increased 
by combining various specific strategies. For example, in 
murine AIA, a combination of CXCL1 and CCL2 resulted 
in more pronounced effects than did CCL2 blockade 
alone.156 In a rabbit arthritis model, the combination of 
anti-CXCL1 and anti-CXCL8 antibodies inhibited arthritis 
better than did any of the two antibodies alone.157 The 
downside of more effective chemokine blockade could be 
an increased risk of side effects such as infections. 
There has only been a very limited number of published 
human anti-chemokine trials. In the only available, 
published trial on inhibition of a chemokine ligand in 
RA, an anti-CCL2 antibody, ABN912, was evaluated in a 
randomised, placebo-controlled clinical trial. In this study, 
33 patients received the active compound, while 12 received 
placebo. Serial arthroscopic biopsies were performed. 
ABN912 treatment was well tolerated, but there was 
no detectable clinical benefit or significant changes in 
synovial biomarkers.158

In summary, after promising preclinical studies in 
arthritis models using antibodies and peptide inhibitors 
to chemokines, only one human RA trial yielding negative 
results has been published. This trial was completed in 
2006 and not followed by others, suggesting that targeting 
of a single chemokine may not be effective in arthritis. 
Preclinical studies using combined chemokine blockade 
already suggested that simultaneous targeting of multiple 
chemokines may be the future strategy. As chemokine 
receptors may recognise multiple inflammatory chemokine 
ligands, more trials have been conducted using CCR 
antagonists. 

Chemokine receptor blockade: how to proceed after 
disappointing clinical trials?
Some CXCR antagonists have been used in animal models, 
but they were not tested in human RA. For example, an 
anti-CXCR3 antibody inhibited AIA.159 Synthetic oral 
antagonists of CXCR1, CXCR2 and CXCR4 inhibited 
arthritis in various rodent models.160-167 To our knowledge, 
no clinical trial results obtained with any CXCR 
antagonists in arthritis have been published.
CCR1, CCR2 and CCR5 bind multiple CC chemokine 
ligands including CCL3, CCL5, CCL7, CCL8, CCL14, CCL15 
and CCL16 that have been implicated in the pathogenesis 
of RA.1,4,5,68,102 Therefore, numerous synthetic or biological 
CCR1, CCR2 and CCR5 antagonists have been developed 
in recent years.102,168-176 Dual targeting of CCR2 and CCR5 
is underway.177

CCR1 is a receptor for CCL3, CCL5, CCL7, CCL14, CCL15 
and CCL16 (table 1). Among CCR1 antagonists, in early 
preclinical studies, J-113863 diminished synovitis and 
joint destruction in murine collagen-induced arthritis 
(CIA).178 Met-RANTES, a dual CCR1/CCR5 antagonist, 
inhibited both murine CIA and rat AIA.57,179 This was 
followed by the development and introduction of two oral 
CCR1 antagonists, CP-481,715 and MLN3897, to human 
RA trials.102,173 CP-481,715 was evaluated in a phase I 
clinical trial to assess pharmacokinetics and safety. It 
was administered to 78 healthy individuals in escalating 
doses up to 3000 mg. This drug was well-tolerated.176 
CP-481,715 has also been evaluated in a two-week phase 
Ib, proof-of-concept study in RA patients using a dose 
of 300 mg per eight hours. Altogether 16 RA patients 
were randomised 3:1 with active:placebo treatment for 14 
days, and it decreased the number of total and intimal 
macrophages, as well as CCR1+ cells in the synovium. 
About one-third of the patients also fulfilled the ACR20 
criteria for clinical improvement.180 In a subsequent phase 
IIa study, RA patients with active disease despite MTX 
treatment received either 10 mg of MLN3897 or placebo 
orally once daily with concomitant MTX therapy. Although 
MLN3897 was well-tolerated, no difference in ACR20 was 
found between the active and placebo group. Interestingly, 
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MLN3897 was associated with a relatively high degree 
(≥ 90%) of CCR1 occupancy throughout the trial as 
determined by CCL3 internalisation assay.169 
CCR2 recognises CCL2, CCL7 and CCL16 (table 1). Some 
CCR2 inhibitors have also entered animal studies and then 
clinical trials.181 While low doses of the MC-21 anti-CCR2 
monoclonal antibody markedly improved murine CIA, 
high doses of this antibody rather had pro-inflammatory 
effects.182 MK0812, another small molecule CCR2 
inhibitor, had no effect on the severity of CIA.167 In a phase 
IIa clinical trial with a CCR2 blocking antibody MLN1202, 
32 patients with active RA received three infusions of either 
placebo or anti-CCR2 antibody at 0.5 mg/kg or 1.5 mg/kg 
over a period of six weeks. The antibody reduced the levels 
of free CCR2 on CD14+ monocytes; however, no clinical 
benefit could be demonstrated.168

CCR5 binds CCL3, CCL5, CCL8 and CCL14 (table 1). 
As discussed above, in earlier studies, Met-RANTES 
and other small molecule antagonists, such as SCH-X 
of CCR5, showed some efficacy in preclinical arthritis 
studies.57,179,183 Recently, a small molecule CCR5 antagonist, 
AZD5672, was tried in preclinical, phase I and IIb studies. 
Ligand-binding and chemotaxis studies supported the 
biological activity of this compound. In the phase IIb trial, 
371 patients with active RA received 20 mg, 50 mg, 100 mg 
or 150 mg oral AZD5672 once daily, placebo or open-label 
etanercept 50 mg subcutaneously once weekly. There 
was no significant difference in the number of patients 
receiving the active compound or placebo. Furthermore, 
etanercept was more effective than AZD5672 or placebo.174 
A phase Ib trial was conducted with SCH351125, a small 
molecule oral CCR5 inhibitor. Among 32 patients with 
active RA, 20 received the active compound and 12 received 
placebo. No synovial, MRI or clinical efficacy could be 
proven.175 Another CCR5 inhibitor, maraviroc, has been 
tried in phase II-III trials in HIV infection and AIDS, as 
well as to a phase II trial in RA.184

Thus, CCR2 and CCR5 blockade yielded disappointing 
results in RA, and results for CCR1 blockade have been 
variable. Do we now have to bury the idea of blocking 
chemokines and their receptors in arthritis and other 
immune-mediated inflammatory disorders? Maybe 
we should think again. There have been several issues 
that may interfere with the efficacy of chemokine and 
chemokine receptor blockade in RA (table 2).4,5,102,185-187 
As discussed above and also shown in table 2, the 
chemokine system is redundant. Therefore, targeting a 
single chemokine or a receptor specific for one ligand 
may not be sufficient.158,187 Multiple chemokines and 
chemokine receptors have been simultaneously targeted in 
animal models; however, human trials have not yet been 
conducted.156,157,177,187 Moreover, noncompetitive antagonism 
and inverse agonism may occur simultaneously on the 
chemokine receptor level.188 The ultimate effects may 

be dependent on the dose of the CCR antagonists.182 
Chemokine cleavage by proteases may alter their 
function.187,189,190 Thus, in the presence of matrix 
metalloproteinases, such as in the inflamed joint, the 
funct ion of chemokines may be altered, and therefore 
the effects of chemokine inhibition may be different than 
expected. The paradoxical effect may also be explained by 
the fact that specific chemokine receptors are expressed 
by both inflammatory and anti-inflammatory, regulatory 
T cells (Tregs). Thus, chemokine/receptor blockade may 
interfere with the migration of cells, such as Tregs with 
anti-inflammatory properties.191,192 Finally, as discussed 
above, some chemokines, such as CXCL12, CXCL13, 
CXCL16, CCL17, CCL18, CCL19 and CCL21, are involved in 
both homeostatic and inflammatory processes.1,14,29,31,42,44,187 
Chemokine blockade may interfere with homeostatic 
functions.187

In order to determine the future of chemokine receptor 
blockade, a recent study assessed the effects of specific 
chemokine receptor blockade on monocyte migration 
towards synovial fluid in vitro. Monocytes were chosen, 
since synovial macrophages derived from monocytes 
are key producers of pro-inflammatory cytokines and 
chemokines and they represent biomarkers sensitive to 
change after effective treatment.3,34,36 Therefore, an in 

vitro monocyte migration assay was used to determine the 
effects of CCR1, CCR2 and CCR5 inhibition. Monocyte 
chemotaxis was induced by CCL2, CCL5 or by an RA 
synovial fluid pool and the effects of anti-CCR1, anti-CCR2 
and anti-CCR5 blocking antibodies, as well as those of 
BX147, a small molecule CCR1 inhibitor, were tested. As 
expected, anti-CCR2 and anti-CCR5 antibodies inhibited 
CCL2- and CCL5-induced chemotaxis, respectively. 
However, the anti-CCR2 and anti-CCR5antibodies did 
not influence RA synovial fluid-mediated monocyte 
migration, not even when used in combination. In contrast, 
both the anti-CCR1 antibody and the CCR1 synthetic 
inhibitor blocked RA synovial fluid-induced monocyte 
chemotaxis. These results suggest that while CCR2 and 
CCR5 may not be critical for monocyte migration into 
synovial compartments, CCR1 seems to mediate this 
process.186 Indeed, CCR2 and CCR5 antibody blockade 

table 2. Examples of potential difficulties and caveats 
in human chemokine and chemokine receptor blockade 
trials

• Redundancy of the chemokine system
• Agonist action of certain ligands on one receptor, and antagonist 

action on others
• Cleavage of chemokines by proteases
• Unwanted inhibition of anti-inflammatory cells 
• Interference with homeostatic function
• Levels of receptor occupancy were not high enough at all 

times
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failed to reduce synovial cell infiltration in clinical 
trials.168,175 Although preclinical studies indicated that 
dual targeting of CCR2 and CCR5 may be beneficial in 
animal models of arthritis,177 these data raise concerns 
about potential efficacy of CCR2/CCR5 blockade in RA 
patients.186 In contrast, CCR1 blockade inhibited synovial 
macrophage infiltration in a proof-of-principle study in 
RA patients172,173,180 and also in the recent study showing 
the effects of in vitro migration towards synovial fluid.186 
Therefore, the fact that CCR1 blockade failed in some 
clinical trials does not necessarily mean that CCR1 is not 
a good target.186 It appears critical to achieve very high 
levels of receptor occupancy at all times during the day 
in order to inhibit monocyte migration into the synovial 
compartment in vivo.169 Indeed, sustained CCR1 occupancy 
has been associated with effective anti-inflammatory 
response in other models of inflammation.193 

s U M M a r y

In this review, we have discussed the potential role of 
chemokines and chemokine receptors in the pathogenesis 
of arthritis. Numerous CXC, as well as some CC and 
CX

3
C chemokines and their respective receptors, have 

been implicated in leukocyte ingress into the inflamed 
synovium. Despite promising results in preclinical studies 
using anti-chemokine and anti-chemokine receptor 
biologics and small molecule compounds, nearly all 
human RA trials failed. Recent studies suggest that, at 
least with CCR1 inhibitors, chemokine receptor occupancy 
during the whole day is critical. This insight may open 
new opportunities for future clinical trials in RA as well 
as other inflammatory conditions.

r e f e r e n C e s

1. Vergunst CE, Tak PP. Chemokines: their role in rheumatoid arthritis. Curr 
Rheumatol Rep. 2005;7(5):382-8.

2. Szekanecz Z, Kim J, Koch AE. Chemokines and chemokine receptors in 
rheumatoid arthritis. Semin Immunol. 2003;15(1):15-21.

3. Szekanecz Z, Koch AE. Macrophages and their products in rheumatoid 
arthritis. Curr Opin Rheumatol. 2007;19(3):289-95.

4. Szekanecz Z, Vegvari A, Szabo Z, Koch AE. Chemokines and chemokine 
receptors in arthritis. Front Biosci (Schol Ed). 2010;2:153-67.

5. Koch AE. Chemokines and their receptors in rheumatoid arthritis: future 
targets? Arthritis Rheum. 2005;52(3):710-21.

6. Zlotnik A, Yoshie O. Chemokines: a new classification system and their 
role in immunity. Immunity. 2000;12(2):121-7.

7. Paleolog EM, Fava RA. Angiogenesis in rheumatoid arthritis: implications 
for future therapeutic strategies. Springer Semin Immunopathol. 
1998;20(1-2):73-94.

8. Szekanecz Z, Pakozdi A, Szentpetery A, Besenyei T, Koch AE. Chemokines 
and angiogenesis in rheumatoid arthritis. Front Biosci (Elite Ed). 
2009;1:44-51.

9. Strieter RM, Polverini PJ, Kunkel SL, Arenberg DA, Burdick MD, Kasper 
J, et al. The functional role of the ELR motif in CXC chemokine-mediated 
angiogenesis. J Biol Chem. 1995;270(45):27348-57.

10. Kokkonen H, Soderstrom I, Rocklov J, Hallmans G, Lejon K, Rantapaa 
Dahlqvist S. Up-regulation of cytokines and chemokines predates the 
onset of rheumatoid arthritis. Arthritis Rheum. 2010;62(2):383-91.

11. Szekanecz Z, Halloran MM, Volin MV, Woods JM, Strieter RM, Kenneth 
Haines G, 3rd, et al. Temporal expression of inflammatory cytokines 
and chemokines in rat adjuvant-induced arthritis. Arthritis Rheum. 
2000;43(6):1266-77.

12. Bacon K, Baggiolini M, Broxmeyer H, Horuk R, Lindley I, Mantovani A, et 
al. Chemokine/chemokine receptor nomenclature. J Interferon Cytokine 
Res. 2002;22(10):1067-8.

13. van der Voort R, van Lieshout AW, Toonen LW, Sloetjes AW, van den 
Berg WB, Figdor CG, et al. Elevated CXCL16 expression by synovial 
macrophages recruits memory T cells into rheumatoid joints. Arthritis 
Rheum. 2005;52(5):1381-91.

14. Nanki T, Shimaoka T, Hayashida K, Taniguchi K, Yonehara S, Miyasaka N. 
Pathogenic role of the CXCL16-CXCR6 pathway in rheumatoid arthritis. 
Arthritis Rheum. 2005;52(10):3004-14.

15. Hosaka S, Akahoshi T, Wada C, Kondo H. Expression of the chemokine 
superfamily in rheumatoid arthritis. Clin Exp Immunol. 1994;97(3):451-7.

16. Koch AE, Kunkel SL, Harlow LA, Mazarakis DD, Haines GK, Burdick MD, 
et al. Epithelial neutrophil activating peptide-78: a novel chemotactic 
cytokine for neutrophils in arthritis. J Clin Invest. 1994;94(3):1012-8.

17. Koch AE, Kunkel SL, Shah MR, Hosaka S, Halloran MM, Haines GK, 
et al. Growth-related gene product alpha. A chemotactic cytokine for 
neutrophils in rheumatoid arthritis. J Immunol. 1995;155(7):3660-6.

18. Nishiura H, Tanaka J, Takeya M, Tsukano M, Kambara T, Imamura T. 
IL-8/NAP-1 is the major T-cell chemoattractant in synovial tissues of 
rheumatoid arthritis. Clin Immunol Immunopathol. 1996;80(2):179-84.

19. Koch AE, Polverini PJ, Kunkel SL, Harlow LA, DiPietro LA, Elner VM, et 
al. Interleukin-8 as a macrophage-derived mediator of angiogenesis. 
Science. 1992;258(5089):1798-801.

20. Koch AE, Volin MV, Woods JM, Kunkel SL, Connors MA, Harlow LA, et 
al. Regulation of angiogenesis by the C-X-C chemokines interleukin-8 
and epithelial neutrophil activating peptide 78 in the rheumatoid joint. 
Arthritis Rheum. 2001;44(1):31-40.

21. Deleuran B, Lemche P, Kristensen M, Chu CQ, Field M, Jensen J, et al. 
Localisation of interleukin 8 in the synovial membrane, cartilage-pannus 
junction and chondrocytes in rheumatoid arthritis. Scand J Rheumatol. 
1994;23(1):2-7.

22. Halloran MM, Woods JM, Strieter RM, Szekanecz Z, Volin MV, Hosaka S, 
et al. The role of an epithelial neutrophil-activating peptide-78-like protein 
in rat adjuvant-induced arthritis. J Immunol. 1999;162(12):7492-500.

23. Pierer M, Rethage J, Seibl R, Lauener R, Brentano F, Wagner U, 
et al. Chemokine secretion of rheumatoid arthritis synovial 
fibroblasts stimulated by Toll-like receptor 2 ligands. J Immunol. 
2004;172(2):1256-65.

24. Santiago B, Baleux F, Palao G, Gutierrez-Canas I, Ramirez JC, Arenzana-
Seisdedos F, et al. CXCL12 is displayed by rheumatoid endothelial cells 
through its basic amino-terminal motif on heparan sulfate proteoglycans. 
Arthritis Res Ther. 2006;8(2):R43.

25. Konig A, Krenn V, Toksoy A, Gerhard N, Gillitzer R. Mig, GRO alpha 
and RANTES messenger RNA expression in lining layer, infiltrates and 
different leucocyte populations of synovial tissue from patients with 
rheumatoid arthritis, psoriatic arthritis and osteoarthritis. Virchows Arch. 
2000;436(5):449-58.

26. Blades MC, Ingegnoli F, Wheller SK, Manzo A, Wahid S, Panayi GS, et 
al. Stromal cell-derived factor 1 (CXCL12) induces monocyte migration 
into human synovium transplanted onto SCID Mice. Arthritis Rheum. 
2002;46(3):824-36.

27. Nanki T, Hayashida K, El-Gabalawy HS, Suson S, Shi K, Girschick HJ, et 
al. Stromal cell-derived factor-1-CXC chemokine receptor 4 interactions 
play a central role in CD4+ T cell accumulation in rheumatoid arthritis 
synovium. J Immunol. 2000;165(11):6590-8.

28. Patel DD, Zachariah JP, Whichard LP. CXCR3 and CCR5 ligands in 
rheumatoid arthritis synovium. Clin Immunol. 2001;98(1):39-45.



362

S e p t e m b e r  2 0 1 1 ,  v o l .  6 9 ,  n o  9

Szekanecz et al. Chemokines and chemokine receptors in arthritis.

29. Ruth JH, Haas CS, Park CC, Amin MA, Martinez RJ, Haines GK, 3rd, et al. 
CXCL16-mediated cell recruitment to rheumatoid arthritis synovial tissue 
and murine lymph nodes is dependent upon the MAPK pathway. Arthritis 
Rheum. 2006;54(3):765-78.

30. Manzo A, Paoletti S, Carulli M, Blades MC, Barone F, Yanni G, et al. 
Systematic microanatomical analysis of CXCL13 and CCL21 in situ 
production and progressive lymphoid organization in rheumatoid 
synovitis. Eur J Immunol. 2005;35(5):1347-59.

31. Shi K, Hayashida K, Kaneko M, Hashimoto J, Tomita T, Lipsky PE, et al. 
Lymphoid chemokine B cell-attracting chemokine-1 (CXCL13) is expressed 
in germinal center of ectopic lymphoid follicles within the synovium of 
chronic arthritis patients. J Immunol. 2001;166(1):650-5.

32. Castor CW, Miller JW, Walz DA. Structural and biological characteristics 
of connective tissue activating peptide (CTAP-III), a major 
human platelet-derived growth factor. Proc Natl Acad Sci U S A. 
1983;80(3):765-9.

33. Hanaoka R, Kasama T, Muramatsu M, Yajima N, Shiozawa F, Miwa Y, 
et al. A novel mechanism for the regulation of IFN-gamma inducible 
protein-10 expression in rheumatoid arthritis. Arthritis Res Ther. 
2003;5(2):R74-81.

34. Koch AE, Kunkel SL, Burrows JC, Evanoff HL, Haines GK, Pope RM, et al. 
Synovial tissue macrophage as a source of the chemotactic cytokine IL-8. 
J Immunol. 1991;147(7):2187-95.

35. Vergunst CE, van de Sande MG, Lebre MC, Tak PP. The role of 
chemokines in rheumatoid arthritis and osteoarthritis. Scand J 
Rheumatol. 2005;34(6):415-25.

36. Haringman JJ, Gerlag DM, Zwinderman AH, Smeets TJ, Kraan MC, 
Baeten D, et al. Synovial tissue macrophages: a sensitive biomarker for 
response to treatment in patients with rheumatoid arthritis. Ann Rheum 
Dis. 2005;64(6):834-8.

37. Szekanecz Z, Koch AE. Chemokines and angiogenesis. Curr Opin 
Rheumatol. 2001;13(3):202-8.

38. Erdem H, Pay S, Serdar M, Simsek I, Dinc A, Musabak U, et al. Different 
ELR (+) angiogenic CXC chemokine profiles in synovial fluid of patients 
with Behcet’s disease, familial Mediterranean fever, rheumatoid arthritis, 
and osteoarthritis. Rheumatol Int. 2005;26(2):162-7.

39. Bodolay E, Koch AE, Kim J, Szegedi G, Szekanecz Z. Angiogenesis and 
chemokines in rheumatoid arthritis and other systemic inflammatory 
rheumatic diseases. J Cell Mol Med. 2002;6(3):357-76.

40. Rudolph EH, Woods JM. Chemokine expression and regulation of 
angiogenesis in rheumatoid arthritis. Curr Pharm Des. 2005;11(5):613-31.

41. Erdem H, Pay S, Musabak U, Simsek I, Dinc A, Pekel A, et al. Synovial 
angiostatic non-ELR CXC chemokines in inflammatory arthritides: 
does CXCL4 designate chronicity of synovitis? Rheumatol Int. 
2007;27(10):969-73.

42. Pablos JL, Santiago B, Galindo M, Torres C, Brehmer MT, Blanco FJ, et 
al. Synoviocyte-derived CXCL12 is displayed on endothelium and induces 
angiogenesis in rheumatoid arthritis. J Immunol. 2003;170(4):2147-52.

43. Santiago B, Calonge E, Rey MJ, Gutierrez-Canas I, Izquierdo E, Usategui 
A, et al. CXCL12 gene expression is upregulated by hypoxia and growth 
arrest but not by inflammatory cytokines in rheumatoid synovial 
fibroblasts. Cytokine. 2011;53(2):184-90.

44. Bradfield PF, Amft N, Vernon-Wilson E, Exley AE, Parsonage G, Rainger 
GE, et al. Rheumatoid fibroblast-like synoviocytes overexpress the 
chemokine stromal cell-derived factor 1 (CXCL12), which supports 
distinct patterns and rates of CD4+ and CD8+ T cell migration within 
synovial tissue. Arthritis Rheum. 2003;48(9):2472-82.

45. Manzo A, Vitolo B, Humby F, Caporali R, Jarrossay D, Dell’accio F, et al. 
Mature antigen-experienced T helper cells synthesize and secrete the 
B cell chemoattractant CXCL13 in the inflammatory environment of the 
rheumatoid joint. Arthritis Rheum. 2008;58(11):3377-87.

46. Petit I, Jin D, Rafii S. The SDF-1-CXCR4 signaling pathway: a molecular 
hub modulating neo-angiogenesis. Trends Immunol. 2007;28(7):299-307.

47. Gronthos S, Zannettino AC. The role of the chemokine CXCL12 in 
osteoclastogenesis. Trends Endocrinol Metab. 2007;18(3):108-13.

48. Kim KW, Cho ML, Kim HR, Ju JH, Park MK, Oh HJ, et al. Up-regulation of 
stromal cell-derived factor 1 (CXCL12) production in rheumatoid synovial 
fibroblasts through interactions with T lymphocytes: role of interleukin-17 
and CD40L-CD40 interaction. Arthritis Rheum. 2007;56(4):1076-86.

49. Joven B, Gonzalez N, Aguilar F, Santiago B, Galindo M, Alcami J, et al. 
Association between stromal cell-derived factor 1 chemokine gene variant 
and radiographic progression of rheumatoid arthritis. Arthritis Rheum. 
2005;52(1):354-6.

50. Pickens SR, Chamberlain ND, Volin MV, Pope RM, Mandelin AM, 2nd, 
Shahrara S. Characterization of CCL19 and CCL21 in rheumatoid arthritis. 
Arthritis Rheum. 2011;63(4):914-22. 

51. van Lieshout AW, van der Voort R, le Blanc LM, Roelofs MF, Schreurs 
BW, van Riel PL, et al. Novel insights in the regulation of CCL18 secretion 
by monocytes and dendritic cells via cytokines, toll-like receptors and 
rheumatoid synovial fluid. BMC Immunol. 2006;7:23. 

52. van Lieshout AW, Fransen J, Flendrie M, Eijsbouts AM, van den Hoogen 
FH, van Riel PL, et al. Circulating levels of the chemokine CCL18 but not 
CXCL16 are elevated and correlate with disease activity in rheumatoid 
arthritis. Ann Rheum Dis. 2007;66(10):1334-8.

53. Farragher TM, Plant D, Flynn E, Eyre S, Bunn D, Thomson W, et al. 
Association of a rheumatoid arthritis susceptibility variant at the CCL21 
locus with premature mortality in inflammatory polyarthritis patients. 
Arthritis Care Res (Hoboken). 2010;62(5):676-82.

54. Shahrara S, Proudfoot AE, Park CC, Volin MV, Haines GK, Woods JM, 
et al. Inhibition of monocyte chemoattractant protein-1 ameliorates rat 
adjuvant-induced arthritis. J Immunol. 2008;180(5):3447-56.

55. Weninger W, Carlsen HS, Goodarzi M, Moazed F, Crowley MA, 
Baekkevold ES, et al. Naive T cell recruitment to nonlymphoid tissues: a 
role for endothelium-expressed CC chemokine ligand 21 in autoimmune 
disease and lymphoid neogenesis. J Immunol. 2003;170(9):4638-48.

56. Ruth JH, Shahrara S, Park CC, Morel JC, Kumar P, Qin S, et al. Role 
of macrophage inflammatory protein-3alpha and its ligand CCR6 in 
rheumatoid arthritis. Lab Invest. 2003;83(4):579-88.

57. Shahrara S, Proudfoot AE, Woods JM, Ruth JH, Amin MA, Park CC, et al. 
Amelioration of rat adjuvant-induced arthritis by Met-RANTES. Arthritis 
Rheum. 2005;52(6):1907-19.

58. Koch AE, Kunkel SL, Harlow LA, Johnson B, Evanoff HL, Haines GK, 
et al. Enhanced production of monocyte chemoattractant protein-1 in 
rheumatoid arthritis. J Clin Invest. 1992;90(3):772-9.

59. Koch AE, Kunkel SL, Harlow LA, Mazarakis DD, Haines GK, Burdick MD, 
et al. Macrophage inflammatory protein-1 alpha. A novel chemotactic 
cytokine for macrophages in rheumatoid arthritis. J Clin Invest. 
1994;93(3):921-8.

60. Snowden N, Hajeer A, Thomson W, Ollier B. RANTES role in rheumatoid 
arthritis. Lancet. 1994;343(8896):547-8.

61. Volin MV, Shah MR, Tokuhira M, Haines GK, Woods JM, Koch AE. 
RANTES expression and contribution to monocyte chemotaxis in 
arthritis. Clin Immunol Immunopathol. 1998;89(1):44-53.

62. Tanida S, Yoshitomi H, Nishitani K, Ishikawa M, Kitaori T, Ito H, et al. 
CCL20 produced in the cytokine network of rheumatoid arthritis recruits 
CCR6+ mononuclear cells and enhances the production of IL-6. Cytokine. 
2009;47(2):112-8.

63. Auer J, Blass M, Schulze-Koops H, Russwurm S, Nagel T, Kalden JR, et 
al. Expression and regulation of CCL18 in synovial fluid neutrophils of 
patients with rheumatoid arthritis. Arthritis Res Ther. 2007;9(5):R94.

64. Hirota K, Yoshitomi H, Hashimoto M, Maeda S, Teradaira S, Sugimoto N, 
et al. Preferential recruitment of CCR6-expressing Th17 cells to inflamed 
joints via CCL20 in rheumatoid arthritis and its animal model. J Exp Med. 
2007;204(12):2803-12.

65. Manzo A, Bugatti S, Caporali R, Prevo R, Jackson DG, Uguccioni M, et al. 
CCL21 expression pattern of human secondary lymphoid organ stroma 
is conserved in inflammatory lesions with lymphoid neogenesis. Am J 
Pathol. 2007;171(5):1549-62.

66. Momohara S, Okamoto H, Iwamoto T, Mizumura T, Ikari K, Kawaguchi 
Y, et al. High CCL18/PARC expression in articular cartilage and 
synovial tissue of patients with rheumatoid arthritis. J Rheumatol. 
2007;34(2):266-71.



363

S e p t e m b e r  2 0 1 1 ,  v o l .  6 9 ,  n o  9

Szekanecz et al. Chemokines and chemokine receptors in arthritis.

67. Okamoto H, Koizumi K, Yamanaka H, Saito T, Kamatani N. A role 
for TARC/CCL17, a CC chemokine, in systemic lupus erythematosus.  
J Rheumatol. 2003;30(11):2369-73.

68. Haringman JJ, Smeets TJ, Reinders-Blankert P, Tak PP. Chemokine 
and chemokine receptor expression in paired peripheral blood 
mononuclear cells and synovial tissue of patients with rheumatoid 
arthritis, osteoarthritis, and reactive arthritis. Ann Rheum Dis. 
2006;65(3):294-300.

69. Lisignoli G, Piacentini A, Cristino S, Grassi F, Cavallo C, Cattini L, 
et al. CCL20 chemokine induces both osteoblast proliferation and 
osteoclast differentiation: Increased levels of CCL20 are expressed in 
subchondral bone tissue of rheumatoid arthritis patients. J Cell Physiol. 
2007;210(3):798-806.

70. Lisignoli G, Manferdini C, Codeluppi K, Piacentini A, Grassi F, Cattini L, 
et al. CCL20/CCR6 chemokine/receptor expression in bone tissue from 
osteoarthritis and rheumatoid arthritis patients: different response of 
osteoblasts in the two groups. J Cell Physiol. 2009;221(1):154-60.

71. Iwamoto T, Okamoto H, Iikuni N, Takeuchi M, Toyama Y, Tomatsu T, et al. 
Monocyte chemoattractant protein-4 (MCP-4)/CCL13 is highly expressed 
in cartilage from patients with rheumatoid arthritis. Rheumatology 
(Oxford). 2006;45(4):421-4.

72. Iwamoto T, Okamoto H, Kobayashi S, Ikari K, Toyama Y, Tomatsu T, et 
al. A role of monocyte chemoattractant protein-4 (MCP-4)/CCL13 from 
chondrocytes in rheumatoid arthritis. FEBS J. 2007;274(18):4904-12.

73. Buckley CD. Why does chronic inflammatory joint disease persist? Clin 
Med. 2003;3(4):361-6.

74. Borthwick NJ, Akbar AN, MacCormac LP, Lowdell M, Craigen JL, 
Hassan I, et al. Selective migration of highly differentiated primed T 
cells, defined by low expression of CD45RB, across human umbilical 
vein endothelial cells: effects of viral infection on transmigration. 
Immunology. 1997;90(2):272-80.

75. Kelner GS, Kennedy J, Bacon KB, Kleyensteuber S, Largaespada DA, 
Jenkins NA, et al. Lymphotactin: a cytokine that represents a new class 
of chemokine. Science. 1994;266(5189):1395-9.

76. Ruth JH, Volin MV, Haines GK, 3rd, Woodruff DC, Katschke KJ, Jr., Woods 
JM, et al. Fractalkine, a novel chemokine in rheumatoid arthritis and in 
rat adjuvant-induced arthritis. Arthritis Rheum. 2001;44(7):1568-81.

77. Sawai H, Park YW, He X, Goronzy JJ, Weyand CM. Fractalkine mediates 
T cell-dependent proliferation of synovial fibroblasts in rheumatoid 
arthritis. Arthritis Rheum. 2007;56(10):3215-25.

78. Volin MV, Huynh N, Klosowska K, Chong KK, Woods JM. Fractalkine 
is a novel chemoattractant for rheumatoid arthritis fibroblast-like 
synoviocyte signaling through MAP kinases and Akt. Arthritis Rheum. 
2007;56(8):2512-22.

79. Bazan JF, Bacon KB, Hardiman G, Wang W, Soo K, Rossi D, et al. A 
new class of membrane-bound chemokine with a CX3C motif. Nature. 
1997;385(6617):640-4.

80. Volin MV, Woods JM, Amin MA, Connors MA, Harlow LA, Koch AE. 
Fractalkine: a novel angiogenic chemokine in rheumatoid arthritis. Am J 
Pathol. 2001;159(4):1521-30.

81. Matsunawa M, Isozaki T, Odai T, Yajima N, Takeuchi HT, Negishi M, 
et al. Increased serum levels of soluble fractalkine (CX3CL1) correlate 
with disease activity in rheumatoid vasculitis. Arthritis Rheum. 
2006;54(11):3408-16.

82. Pingiotti E, Cipriani P, Marrelli A, Liakouli V, Fratini S, Penco M, et al. 
Surface expression of fractalkine receptor (CX3CR1) on CD4+/CD28 T 
cells in RA patients and correlation with atherosclerotic damage. Ann N 
Y Acad Sci. 2007;1107:32-41.

83. D’Ambrosio D, Panina-Bordignon P, Sinigaglia F. Chemokine receptors 
in inflammation: an overview. J Immunol Methods. 2003;273(1-2):3-13.

84. Garcia-Lopez MA, Sanchez-Madrid F, Rodriguez-Frade JM, Mellado M, 
Acevedo A, Garcia MI, et al. CXCR3 chemokine receptor distribution 
in normal and inflamed tissues: expression on activated lymphocytes, 
endothelial cells, and dendritic cells. Lab Invest. 2001;81(3):409-18.

85. Qin S, Rottman JB, Myers P, Kassam N, Weinblatt M, Loetscher M, 
et al. The chemokine receptors CXCR3 and CCR5 mark subsets of T 
cells associated with certain inflammatory reactions. J Clin Invest. 
1998;101(4):746-54.

86. Wengner AM, Hopken UE, Petrow PK, Hartmann S, Schurigt U, 
Brauer R, et al. CXCR5- and CCR7-dependent lymphoid neogenesis in 
a murine model of chronic antigen-induced arthritis. Arthritis Rheum. 
2007;56(10):3271-83.

87. Loetscher P, Uguccioni M, Bordoli L, Baggiolini M, Moser B, 
Chizzolini C, et al. CCR5 is characteristic of Th1 lymphocytes. Nature. 
1998;391(6665):344-5.

88. Katschke KJ, Jr., Rottman JB, Ruth JH, Qin S, Wu L, LaRosa G, 
et al. Differential expression of chemokine receptors on peripheral 
blood, synovial fluid, and synovial tissue monocytes/macrophages in 
rheumatoid arthritis. Arthritis Rheum. 2001;44(5):1022-32.

89. Ruth JH, Rottman JB, Katschke KJ, Jr., Qin S, Wu L, LaRosa G, et al. 
Selective lymphocyte chemokine receptor expression in the rheumatoid 
joint. Arthritis Rheum. 2001;44(12):2750-60.

90. Bruhl H, Mack M, Niedermeier M, Lochbaum D, Scholmerich J, 
Straub RH. Functional expression of the chemokine receptor CCR7 on 
fibroblast-like synoviocytes. Rheumatology (Oxford). 2008;47(12):1771-4.

91. Borzi RM, Mazzetti I, Macor S, Silvestri T, Bassi A, Cattini L, et al. Flow 
cytometric analysis of intracellular chemokines in chondrocytes in 
vivo: constitutive expression and enhancement in osteoarthritis and 
rheumatoid arthritis. FEBS Lett. 1999;455(3):238-42.

92. Rossol M, Pierer M, Arnold S, Keysser G, Burkhardt H, Baerwald C, et al. 
Negative association of the chemokine receptor CCR5 d32 polymorphism 
with systemic inflammatory response, extra-articular symptoms and joint 
erosion in rheumatoid arthritis. Arthritis Res Ther. 2009;11(3):R91.

93. Prahalad S. Negative association between the chemokine receptor 
CCR5-Delta32 polymorphism and rheumatoid arthritis: a meta-analysis. 
Genes Immun. 2006;7(3):264-8.

94. Pokorny V, McQueen F, Yeoman S, Merriman M, Merriman A, Harrison 
A, et al. Evidence for negative association of the chemokine receptor 
CCR5 d32 polymorphism with rheumatoid arthritis. Ann Rheum Dis. 
2005;64(3):487-90.

95. Zapico I, Coto E, Rodriguez A, Alvarez C, Torre JC, Alvarez V. CCR5 
(chemokine receptor-5) DNA-polymorphism influences the severity of 
rheumatoid arthritis. Genes Immun. 2000;1(4):288-9.

96. Lindner E, Nordang GB, Melum E, Flato B, Selvaag AM, Thorsby E, et al. 
Lack of association between the chemokine receptor 5 polymorphism 
CCR5delta32 in rheumatoid arthritis and juvenile idiopathic arthritis. BMC 
Med Genet. 2007;8:33.

97. Kohem CL, Brenol JC, Xavier RM, Bredemeier M, Brenol CV, Dedavid 
e Silva TL, et al. The chemokine receptor CCR5 genetic polymorphism 
and expression in rheumatoid arthritis patients. Scand J Rheumatol. 
2007;36(5):359-64.

98. Prahalad S, Bohnsack JF, Jorde LB, Whiting A, Clifford B, Dunn D, et al. 
Association of two functional polymorphisms in the CCR5 gene with 
juvenile rheumatoid arthritis. Genes Immun. 2006;7(6):468-75.

99. Soto-Sanchez J, Santos-Juanes J, Coto-Segura P, Coto E, Diaz M, 
Rodriguez I, et al. Genetic variation at the CCR5/CCR2 gene cluster and 
risk of psoriasis and psoriatic arthritis. Cytokine. 2010;50(2):114-6.

100. Matsui T, Akahoshi T, Namai R, Hashimoto A, Kurihara Y, Rana M, et al. 
Selective recruitment of CCR6-expressing cells by increased production of 
MIP-3 alpha in rheumatoid arthritis. Clin Exp Immunol. 2001;125(1):155-61.

101. Nanki T, Imai T, Nagasaka K, Urasaki Y, Nonomura Y, Taniguchi K, et 
al. Migration of CX3CR1-positive T cells producing type 1 cytokines and 
cytotoxic molecules into the synovium of patients with rheumatoid 
arthritis. Arthritis Rheum. 2002;46(11):2878-83.

102. Tak PP. Chemokine inhibition in inflammatory arthritis. Best Pract Res 
Clin Rheumatol. 2006;20(5):929-39.

103. Chen X, Oppenheim JJ, Howard OM. Chemokines and chemokine 
receptors as novel therapeutic targets in rheumatoid arthritis (RA): 
inhibitory effects of traditional Chinese medicinal components. Cell Mol 
Immunol. 2004;1(5):336-42.

104. Haringman JJ, Oostendorp RL, Tak PP. Targeting cellular adhesion 
molecules, chemokines and chemokine receptors in rheumatoid arthritis. 
Expert Opin Emerg Drugs. 2005;10(2):299-310.

105. Loetscher P, Dewald B, Baggiolini M, Seitz M. Monocyte chemoattractant 
protein 1 and interleukin 8 production by rheumatoid synoviocytes. 
Effects of anti-rheumatic drugs. Cytokine. 1994;6(2):162-70.



364

S e p t e m b e r  2 0 1 1 ,  v o l .  6 9 ,  n o  9

Szekanecz et al. Chemokines and chemokine receptors in arthritis.

106. Lopez-Armada MJ, Sanchez-Pernaute O, Largo R, Diez-Ortego I, Palacios 
I, Egido J, et al. Modulation of cell recruitment by anti-inflammatory 
agents in antigen-induced arthritis. Ann Rheum Dis. 2002;61(11):1027-30.

107. Ospelt C, Kurowska-Stolarska M, Neidhart M, Michel BA, Gay RE, 
Laufer S, et al. The dual inhibitor of lipoxygenase and cyclooxygenase 
ML3000 decreases the expression of CXCR3 ligands. Ann Rheum Dis. 
2008;67(4):524-9.

108. Klimiuk PA, Kita J, Chwiecko J, Sierakowski S. The changes in serum 
chemokines following leflunomide therapy in patients with rheumatoid 
arthritis. Clin Rheumatol. 2009;28(1):17-21.

109. Ho CY, Wong CK, Li EK, Tam LS, Lam CW. Suppressive effect of 
combination treatment of leflunomide and methotrexate on chemokine 
expression in patients with rheumatoid arthritis. Clin Exp Immunol. 
2003;133(1):132-8.

110. Volin MV, Campbell PL, Connors MA, Woodruff DC, Koch AE. The effect 
of sulfasalazine on rheumatoid arthritic synovial tissue chemokine 
production. Exp Mol Pathol. 2002;73(2):84-92.

111. Volin MV, Harlow LA, Woods JM, Campbell PL, Amin MA, Tokuhira M, et 
al. Treatment with sulfasalazine or sulfapyridine, but not 5-aminosalicyclic 
acid, inhibits basic fibroblast growth factor-induced endothelial cell 
chemotaxis. Arthritis Rheum. 1999;42(9):1927-35.

112. Ellingsen T, Hornung N, Moller BK, Poulsen JH, Stengaard-Pedersen 
K. Differential effect of methotrexate on the increased CCR2 density 
on circulating CD4 T lymphocytes and monocytes in active chronic 
rheumatoid arthritis, with a down regulation only on monocytes in 
responders. Ann Rheum Dis. 2007;66(2):151-7.

113. Barsig J, Yam G, Lehner MD, Beume R. Methotrexate treatment 
suppresses local cytokine and chemokine production in rat adjuvant 
arthritis. Drugs Exp Clin Res. 2005;31(1):7-11.

114. Seitz M, Loetscher P, Dewald B, Towbin H, Rordorf C, Gallati H, et al. 
Methotrexate action in rheumatoid arthritis: stimulation of cytokine 
inhibitor and inhibition of chemokine production by peripheral blood 
mononuclear cells. Br J Rheumatol. 1995;34(7):602-9.

115. Kageyama Y, Kobayashi H, Kato N, Shimazu M. Etanercept reduces 
the serum levels of macrophage chemotactic protein-1 in patients with 
rheumatoid arthritis. Mod Rheumatol. 2009;19(4):372-8.

116. Taylor PC, Peters AM, Paleolog E, Chapman PT, Elliott MJ, McCloskey 
R, et al. Reduction of chemokine levels and leukocyte traffic to joints 
by tumor necrosis factor alpha blockade in patients with rheumatoid 
arthritis. Arthritis Rheum. 2000;43(1):38-47.

117. Torikai E, Kageyama Y, Suzuki M, Ichikawa T, Nagano A. The effect of 
infliximab on chemokines in patients with rheumatoid arthritis. Clin 
Rheumatol. 2007;26(7):1088-93.

118. Klimiuk PA, Sierakowski S, Domyslawska I, Chwiecko J. Regulation 
of serum chemokines following infliximab therapy in patients with 
rheumatoid arthritis. Clin Exp Rheumatol. 2006;24(5):529-33.

119. Klimiuk PA, Sierakowski S, Domyslawska I, Chwiecko J. Serum 
chemokines in patients with rheumatoid arthritis treated with etanercept. 
Rheumatol Int. 2009;31(4):457-61.

120. Kageyama Y, Torikai E, Nagano A. Anti-tumor necrosis factor-alpha 
antibody treatment reduces serum CXCL16 levels in patients with 
rheumatoid arthritis. Rheumatol Int. 2007;27(5):467-72.

121. Kawashiri SY, Kawakami A, Iwamoto N, Fujikawa K, Aramaki T, Tamai M, 
et al. Proinflammatory cytokines synergistically enhance the production 
of chemokine ligand 20 (CCL20) from rheumatoid fibroblast-like synovial 
cells in vitro and serum CCL20 is reduced in vivo by biologic disease-
modifying antirheumatic drugs. J Rheumatol. 2009;36(11):2397-402.

122. Odai T, Matsunawa M, Takahashi R, Wakabayashi K, Isozaki T, Yajima 
N, et al. Correlation of CX3CL1 and CX3CR1 Levels with Response to 
Infliximab Therapy in Patients with Rheumatoid Arthritis. J Rheumatol. 
2009;36(6):1158-65.

123. Ichikawa T, Kageyama Y, Kobayashi H, Kato N, Tsujimura K, Koide Y. 
Etanercept treatment reduces the serum levels of interleukin-15 and 
interferon-gamma inducible protein-10 in patients with rheumatoid 
arthritis. Rheumatol Int. 2010;30(6):725-30.

124. Popa C, Barrera P, Joosten LA, Riel PL, Kullberg BJ, Meer JW, et al. 
Cytokine production from stimulated whole blood cultures in rheumatoid 
arthritis patients treated with various TNF blocking agents. Eur Cytokine 
Netw. 2009;20(2):88-93.

125. Lun SW, Wong CK, Tam LS, Li EK, Lam CW. Decreased ex vivo production 
of TNF-alpha and IL-8 by peripheral blood cells of patients with 
rheumatoid arthritis after infliximab therapy. Int Immunopharmacol. 
2007;7(13):1668-77.

126. Suzuki M, Hashizume M, Yoshida H, Mihara M. Anti-inflammatory 
mechanism of tocilizumab, a humanized anti-IL-6R antibody: effect on 
the expression of chemokine and adhesion molecule. Rheumatol Int. 
2010;30(3):309-15.

127. Keren Z, Braun-Moscovici Y, Markovits D, Rozin A, Nahir M, 
Balbir-Gurman A, et al. Depletion of B lymphocytes in rheumatoid 
arthritis patients modifies IL-8-anti-IL-8 autoantibody network. Clin 
Immunol. 2009;133(1):108-16.

128. Portales P, Fabre S, Vincent T, Desmetz C, Reant B, Noel D, et al. 
Peripheral blood T4 cell surface CCR5 density as a marker of activity 
in rheumatoid arthritis treated with anti-CD20 monoclonal antibody. 
Immunology. 2009;128(1 Suppl):e738-45.

129. Nissinen R, Leirisalo-Repo M, Peltomaa R, Palosuo T, Vaarala O. Cytokine 
and chemokine receptor profile of peripheral blood mononuclear cells 
during treatment with infliximab in patients with active rheumatoid 
arthritis. Ann Rheum Dis. 2004;63(6):681-7.

130. Aerts NE, De Knop KJ, Leysen J, Ebo DG, Bridts CH, Weyler JJ, et al. 
Increased IL-17 production by peripheral T helper cells after tumour 
necrosis factor blockade in rheumatoid arthritis is accompanied by 
inhibition of migration-associated chemokine receptor expression. 
Rheumatology (Oxford) 2010;49(12):2264-72.

131. Aeberli D, Seitz M, Juni P, Villiger PM. Increase of peripheral CXCR3 
positive T lymphocytes upon treatment of RA patients with TNF-alpha 
inhibitors. Rheumatology (Oxford). 2005;44(2):172-5.

132. Newton SM, Mackie SL, Martineau AR, Wilkinson KA, Kampmann 
B, Fisher C, et al. Reduction of chemokine secretion in response to 
mycobacteria in infliximab-treated patients. Clin Vaccine Immunol. 
2008;15(3):506-12.

133. Sato M, Miyazaki T, Kambe F, Maeda K, Seo H. Quercetin, a bioflavonoid, 
inhibits the induction of interleukin 8 and monocyte chemoattractant 
protein-1 expression by tumor necrosis factor-alpha in cultured human 
synovial cells. J Rheumatol. 1997;24(9):1680-4.

134. Sato M, Miyazaki T, Nagaya T, Murata Y, Ida N, Maeda K, et al. 
Antioxidants inhibit tumor necrosis factor-alpha mediated stimulation 
of interleukin-8, monocyte chemoattractant protein-1, and 
collagenase expression in cultured human synovial cells. J Rheumatol. 
1996;23(3):432-8.

135. Yokota K, Miyazaki T, Hirano M, Akiyama Y, Mimura T. Simvastatin 
inhibits production of interleukin 6 (IL-6) and IL-8 and cell proliferation 
induced by tumor necrosis factor-alpha in fibroblast-like synoviocytes 
from patients with rheumatoid arthritis. J Rheumatol. 2006;33(3):463-71.

136. Marotte H, Ruth JH, Campbell PL, Koch AE, Ahmed S. Green tea extract 
inhibits chemokine production, but up-regulates chemokine receptor 
expression, in rheumatoid arthritis synovial fibroblasts and rat adjuvant-
induced arthritis. Rheumatology (Oxford). 2010;49(3):467-79.

137. Ahmed S, Pakozdi A, Koch AE. Regulation of interleukin-1beta-induced 
chemokine production and matrix metalloproteinase 2 activation by 
epigallocatechin-3-gallate in rheumatoid arthritis synovial fibroblasts. 
Arthritis Rheum. 2006;54(8):2393-401.

138. Lin SK, Chang HH, Chen YJ, Wang CC, Galson DL, Hong CY, et 
al. Epigallocatechin-3-gallate diminishes CCL2 expression in human 
osteoblastic cells via up-regulation of phosphatidylinositol 3-Kinase/Akt/
Raf-1 interaction: a potential therapeutic benefit for arthritis. Arthritis 
Rheum. 2008;58(10):3145-56.

139. Hounoki H, Sugiyama E, Mohamed SG, Shinoda K, Taki H, Abdel-Aziz 
HO, et al. Activation of peroxisome proliferator-activated receptor 
gamma inhibits TNF-alpha-mediated osteoclast differentiation in 
human peripheral monocytes in part via suppression of monocyte 
chemoattractant protein-1 expression. Bone. 2008;42(4):765-74.



365

S e p t e m b e r  2 0 1 1 ,  v o l .  6 9 ,  n o  9

Szekanecz et al. Chemokines and chemokine receptors in arthritis.

140. Matta R, Wang X, Ge H, Ray W, Nelin LD, Liu Y. Triptolide induces 
anti-inflammatory cellular responses. Am J Transl Res. 2009;1(3):267-82.

141. Li EK, Tam LS, Wong CK, Li WC, Lam CW, Wachtel-Galor S, et 
al. Safety and efficacy of Ganoderma lucidum (lingzhi) and San 
Miao San supplementation in patients with rheumatoid arthritis: a 
double-blind, randomized, placebo-controlled pilot trial. Arthritis Rheum. 
2007;57(7):1143-50.

142. Kim MS, Choi IY, Lee SH, Hong SH, Shin T, Kim HM. The Oriental 
medicine “Cool-Cool (Cool-X-A)” inhibits inflammatory cytokine 
production and migration in mast cells. Biol Pharm Bull. 2004;27(1):34-7.

143. Wang Y, Wei D, Lai Z, Le Y. Triptolide inhibits CC chemokines 
expressed in rat adjuvant-induced arthritis. Int Immunopharmacol. 
2006;6(12):1825-32.

144. Shishodia S, Sethi G, Aggarwal BB. Curcumin: getting back to the roots. 
Ann N Y Acad Sci. 2005;1056:206-17.

145. Xiong M, Song C, Lin J, Song L. [Effect of tongbiling on the expression of 
MCP-1 mRNA of synovial cells in rats with adjuvant arthritis]. Zhong Yao 
Cai. 2002;25(10):722-4.

146. Li J, Shao X, Wu L, Feng T, Jin C, Fang M, et al. Honokiol: an effective 
inhibitor of tumor necrosis factor-{alpha}-induced up-regulation of 
inflammatory cytokine and chemokine production in human synovial 
fibroblasts. Acta Biochim Biophys Sin (Shanghai). 2011;43(5):380-6.

147. Nanki T, Urasaki Y, Imai T, Nishimura M, Muramoto K, Kubota T, et al. 
Inhibition of fractalkine ameliorates murine collagen-induced arthritis. J 
Immunol. 2004;173(11):7010-6.

148. Akahoshi T, Endo H, Kondo H, Kashiwazaki S, Kasahara T, Mukaida N, 
et al. Essential involvement of interleukin-8 in neutrophil recruitment in 
rabbits with acute experimental arthritis induced by lipopolysaccharide 
and interleukin-1. Lymphokine Cytokine Res. 1994;13(2):113-6.

149. Kasama T, Strieter RM, Lukacs NW, Lincoln PM, Burdick MD, Kunkel 
SL. Interleukin-10 expression and chemokine regulation during the 
evolution of murine type II collagen-induced arthritis. J Clin Invest. 
1995;95(6):2868-76.

150. Ogata H, Takeya M, Yoshimura T, Takagi K, Takahashi K. The role of 
monocyte chemoattractant protein-1 (MCP-1) in the pathogenesis of 
collagen-induced arthritis in rats. J Pathol. 1997;182(1):106-14.

151. Barnes DA, Tse J, Kaufhold M, Owen M, Hesselgesser J, Strieter R, et 
al. Polyclonal antibody directed against human RANTES ameliorates 
disease in the Lewis rat adjuvant-induced arthritis model. J Clin Invest. 
1998;101(12):2910-9.

152. Ablin JN, Entin-Meer M, Aloush V, Oren S, Elkayam O, George J, et al. 
Protective effect of eotaxin-2 inhibition in adjuvant-induced arthritis. Clin 
Exp Immunol. 2010;161(2):276-83.

153. Wooley PH, Schaefer C, Whalen JD, Dutcher JA, Counts DF. A peptide 
sequence from platelet factor 4 (CT-112) is effective in the treatment of 
type II collagen induced arthritis in mice. J Rheumatol. 1997;24(5):890-8.

154. Gong JH, Ratkay LG, Waterfield JD, Clark-Lewis I. An antagonist of 
monocyte chemoattractant protein 1 (MCP-1) inhibits arthritis in the 
MRL-lpr mouse model. J Exp Med. 1997;186(1):131-7.

155. Inoue T, Yamashita M, Higaki M. The new antirheumatic drug KE-298 
suppresses monocyte chemoattractant protein (MCP)-1 and RANTES 
production in rats with adjuvant-induced arthritis and in IL-1beta-
stimulated synoviocytes of patients with rheumatoid arthritis. Rheumatol 
Int. 2001;20(4):149-53.

156. Gong JH, Yan R, Waterfield JD, Clark-Lewis I. Post-onset inhibition 
of murine arthritis using combined chemokine antagonist therapy. 
Rheumatology (Oxford). 2004;43(1):39-42.

157. Matsukawa A, Yoshimura T, Fujiwara K, Maeda T, Ohkawara S, Yoshinaga 
M. Involvement of growth-related protein in lipopolysaccharide-induced 
rabbit arthritis: cooperation between growth-related protein and IL-8, and 
interrelated regulation among TNFalpha, IL-1, IL-1 receptor antagonist, 
IL-8, and growth-related protein. Lab Invest. 1999;79(5):591-600.

158. Haringman JJ, Gerlag DM, Smeets TJ, Baeten D, van den Bosch F, 
Bresnihan B, et al. A randomized controlled trial with an anti-CCL2 
(anti-monocyte chemotactic protein 1) monoclonal antibody in patients 
with rheumatoid arthritis. Arthritis Rheum. 2006;54(8):2387-92.

159. Mohan K, Issekutz TB. Blockade of chemokine receptor CXCR3 inhibits T 
cell recruitment to inflamed joints and decreases the severity of adjuvant 
arthritis. J Immunol. 2007;179(12):8463-9.

160. Khan A, Greenman J, Archibald SJ. Small molecule CXCR4 chemokine 
receptor antagonists: developing drug candidates. Curr Med Chem. 
2007;14(21):2257-77.

161. Cunha TM, Barsante MM, Guerrero AT, Verri WA, Jr., Ferreira SH, 
Coelho FM, et al. Treatment with DF 2162, a non-competitive allosteric 
inhibitor of CXCR1/2, diminishes neutrophil influx and inflammatory 
hypernociception in mice. Br J Pharmacol. 2008;154(2):460-70.

162. Podolin PL, Bolognese BJ, Foley JJ, Schmidt DB, Buckley PT, Widdowson 
KL, et al. A potent and selective nonpeptide antagonist of CXCR2 
inhibits acute and chronic models of arthritis in the rabbit. J Immunol. 
2002;169(11):6435-44.

163. Barsante MM, Cunha TM, Allegretti M, Cattani F, Policani F, Bizzarri C, 
et al. Blockade of the chemokine receptor CXCR2 ameliorates adjuvant-
induced arthritis in rats. Br J Pharmacol. 2008;153(5):992-1002.

164. Hatse S, Princen K, Bridger G, De Clercq E, Schols D. Chemokine 
receptor inhibition by AMD3100 is strictly confined to CXCR4. FEBS Lett. 
2002;527(1-3):255-62.

165. Tamamura H, Fujii N. The therapeutic potential of CXCR4 antagonists 
in the treatment of HIV infection, cancer metastasis and rheumatoid 
arthritis. Expert Opin Ther Targets. 2005;9(6):1267-82.

166. Tamamura H, Fujisawa M, Hiramatsu K, Mizumoto M, Nakashima H, 
Yamamoto N, et al. Identification of a CXCR4 antagonist, a T140 analog, 
as an anti-rheumatoid arthritis agent. FEBS Lett. 2004;569(1-3):99-104.

167. Min SH, Wang Y, Gonsiorek W, Anilkumar G, Kozlowski J, Lundell D, et 
al. Pharmacological targeting reveals distinct roles for CXCR2/CXCR1 
and CCR2 in a mouse model of arthritis. Biochem Biophys Res Commun. 
2010;391(1):1080-6.

168. Vergunst CE, Gerlag DM, Lopatinskaya L, Klareskog L, Smith MD, 
van den Bosch F, et al. Modulation of CCR2 in rheumatoid arthritis: a 
double-blind, randomized, placebo-controlled clinical trial. Arthritis 
Rheum. 2008;58(7):1931-9.

169. Vergunst CE, Gerlag DM, von Moltke L, Karol M, Wyant T, Chi X, et al. 
MLN3897 plus methotrexate in patients with rheumatoid arthritis: safety, 
efficacy, pharmacokinetics, and pharmacodynamics of an oral CCR1 
antagonist in a phase IIa, double-blind, placebo-controlled, randomized, 
proof-of-concept study. Arthritis Rheum. 2009;60(12):3572-81.

170. Pease JE, Horuk R. CCR1 antagonists in clinical development. Expert Opin 
Investig Drugs. 2005;14(7):785-96.

171. Gladue RP, Brown MF, Zwillich SH. CCR1 antagonists: what have we 
learned from clinical trials. Curr Top Med Chem. 2010;10(13):1268-77.

172. Gladue RP, Tylaska LA, Brissette WH, Lira PD, Kath JC, Poss CS, et 
al. CP-481,715, a potent and selective CCR1 antagonist with potential 
therapeutic implications for inflammatory diseases. J Biol Chem. 
2003;278(42):40473-80.

173. Gladue RP, Zwillich SH, Clucas AT, Brown MF. CCR1 antagonists for 
the treatment of autoimmune diseases. Curr Opin Investig Drugs. 
2004;5(5):499-504.

174. Gerlag DM, Hollis S, Layton M, Vencovsky J, Szekanecz Z, Braddock M, 
et al. Preclinical and clinical investigation of a CCR5 antagonist, AZD5672, 
in patients with rheumatoid arthritis receiving methotrexate. Arthritis 
Rheum. 2010;62(11):3154-60.

175. van Kuijk AW, Vergunst CE, Gerlag DM, Bresnihan B, Gomez-Reino JJ, 
Rouzier R, et al. CCR5 blockade in rheumatoid arthritis: a randomised, 
double-blind, placebo-controlled clinical trial. Ann Rheum Dis. 
2010;69(11):2013-6.

176. Clucas AT, Shah A, Zhang YD, Chow VF, Gladue RP. Phase I evaluation of 
the safety, pharmacokinetics and pharmacodynamics of CP-481,715. Clin 
Pharmacokinet. 2007;46(9):757-66.

177. Zhao Q. Dual targeting of CCR2 and CCR5: therapeutic potential for 
immunologic and cardiovascular diseases. J Leukoc Biol. ???;88(1):41-55.

178. Amat M, Benjamim CF, Williams LM, Prats N, Terricabras E, Beleta J, et 
al. Pharmacological blockade of CCR1 ameliorates murine arthritis and 
alters cytokine networks in vivo. Br J Pharmacol. 2006;149(6):666-75.



366

S e p t e m b e r  2 0 1 1 ,  v o l .  6 9 ,  n o  9

Szekanecz et al. Chemokines and chemokine receptors in arthritis.

179. Plater-Zyberk C, Hoogewerf AJ, Proudfoot AE, Power CA, Wells TN. Effect 
of a CC chemokine receptor antagonist on collagen induced arthritis in 
DBA/1 mice. Immunol Lett. 1997;57(1-3):117-20.

180. Haringman JJ, Kraan MC, Smeets TJ, Zwinderman KH, Tak PP. Chemokine 
blockade and chronic inflammatory disease: proof of concept in patients 
with rheumatoid arthritis. Ann Rheum Dis. 2003;62(8):715-21.

181. Quinones MP, Estrada CA, Kalkonde Y, Ahuja SK, Kuziel WA, Mack M, et 
al. The complex role of the chemokine receptor CCR2 in collagen-induced 
arthritis: implications for therapeutic targeting of CCR2 in rheumatoid 
arthritis. J Mol Med. 2005;83(9):672-81.

182. Bruhl H, Cihak J, Plachy J, Kunz-Schughart L, Niedermeier M, Denzel A, 
et al. Targeting of Gr-1+,CCR2+ monocytes in collagen-induced arthritis. 
Arthritis Rheum. 2007;56(9):2975-85.

183. Vierboom MP, Zavodny PJ, Chou CC, Tagat JR, Pugliese-Sivo C, Strizki 
J, et al. Inhibition of the development of collagen-induced arthritis in 
rhesus monkeys by a small molecular weight antagonist of CCR5. Arthritis 
Rheum. 2005;52(2):627-36.

184. Meanwell NA, Kadow JF. Maraviroc, a chemokine CCR5 receptor 
antagonist for the treatment of HIV infection and AIDS. Curr Opin 
Investig Drugs. 2007;8(8):669-81.

185. Haringman JJ, Tak PP. Chemokine blockade: a new era in the treatment 
of rheumatoid arthritis? Arthritis Res Ther. 2004;6(3):93-7.

186. Andras C, Ponyi A, Constantin T, Csiki Z, Szekanecz E, Szodoray P, et al. 
Dermatomyositis and polymyositis associated with malignancy: a 21-year 
retrospective study. J Rheumatol. 2008;35(3):438-44.

187. Schall TJ, Proudfoot AE. Overcoming hurdles in developing successful 
drugs targeting chemokine receptors. Nat Rev Immunol. 2011;11(5):355-63.

188. Verzijl D, Storelli S, Scholten DJ, Bosch L, Reinhart TA, Streblow DN, 
et al. Noncompetitive antagonism and inverse agonism as mechanism 
of action of nonpeptidergic antagonists at primate and rodent CXCR3 
chemokine receptors. J Pharmacol Exp Ther. 2008;325(2):544-55.

189. McQuibban GA, Butler GS, Gong JH, Bendall L, Power C, Clark-Lewis I, 
et al. Matrix metalloproteinase activity inactivates the CXC chemokine 
stromal cell-derived factor-1. J Biol Chem. 2001;276(47):43503-8.

190. McQuibban GA, Gong JH, Wong JP, Wallace JL, Clark-Lewis I, Overall 
CM. Matrix metalloproteinase processing of monocyte chemoattractant 
proteins generates CC chemokine receptor antagonists with 
anti-inflammatory properties in vivo. Blood. 2002;100(4):1160-7.

191. Wei S, Kryczek I, Zou W. Regulatory T-cell compartmentalization and 
trafficking. Blood. 2006;108(2):426-31.

192. Jiao Z, Wang W, Jia R, Li J, You H, Chen L, et al. Accumulation of 
FoxP3-expressing CD4+CD25+ T cells with distinct chemokine receptors 
in synovial fluid of patients with active rheumatoid arthritis. Scand J 
Rheumatol. 2007;36(6):428-33.

193. Dairaghi DJ, Zhang P, Wang Y, Seitz LC, Johnson DA, Miao S, et al. 
Pharmacokinetic and Pharmacodynamic Evaluation of the Novel CCR1 
Antagonist CCX354 in Healthy Human Subjects: Implications for 
Selection of Clinical Dose. Clin Pharmacol Ther. 2011;89(5):726-34.



367

S e p t e m b e r  2 0 1 1 ,  v o l .  6 9 ,  n o  9

© Van Zuiden Communications B.V. All rights reserved.

a b s t r a C t 

autosomal dominant polycystic kidney disease (adPKd) 
is a multisystem disorder. it is the most common genetic 
cause of end-stage renal disease. one frequent extra-renal 
manifestation is hepatic cyst formation. the majority 
of adPKd patients develop complications as a result of 
renal cyst formation; however, a small proportion develop 
extensive hepatic disease with minor renal features. both 
phenotypes seem to represent the spectrum of adPKd. 
this review discusses the current understanding of the 
pathogenesis of the disease, its manifestations and the 
mechanisms of cyst formation. furthermore, it focuses on 
monitoring the disease and the treatment options currently 
available. 

K e y W o r d s

ADPKD, hepatic phenotype, polycystic liver, diagnosis, 
treatment

i n t r o d U C t i o n

Autosomal dominant polycystic kidney disease (ADPKD) 
is the most common genetic cause of end-stage renal 
disease.1,2 It is a multisystem disorder and the primary 
phenotype is characterised by renal cyst growth causing 
enlargement of the kidneys. The most common extra-renal 
manifestation is hepatic cyst formation.3 While the 
majority of ADPKD patients develop complications 
secondary to renal polycystic disease, there appears to be 
a proportion of patients who have limited renal disease but 
extensive hepatic disease. Both subsets appear to represent 
the spectrum of ADPKD and require a different approach 

to diagnosis and management. Most of the topical reviews 
have focused on the renal aspects of the disease, and less 
so on the hepatic phenotype. In order to address this issue 
we provide a detailed overview of the current literature 
with a focus on both the renal and hepatic phenotype of 
ADPKD. 

r e n a l  M a n i f e s t a t i o n s  o f  a d P K d

The clinical course of ADPKD is highly variable, partly due 
to contribution of gene-modifier effects (see textbox). Renal 
cysts vary in size and appearance and may arise from all 
segments of the nephron.4 The formation of cysts leads 
to the destruction of renal parenchyma and causes renal 
enlargement, thereby disrupting the normal architecture 
of the kidney. The initial phase of the disease is often 
clinically silent.5 Symptoms arise late in adulthood and 
are related to the progressive growth of the kidneys, as the 
size of the kidneys increases from a normal size of 150 to 
200 cm3 to >1500 cm3 per kidney.6 Flank pain, haematuria, 
renal colic, recurrent urinary tract infection and arterial 
hypertension may be presenting symptoms. 
Hypertension is the most common manifestation in ADPKD 
and is present in about 50% of patients aged 20 to 34 years 
with normal renal function.7 Despite the progressive growth 
of cysts in both kidneys, renal function is well preserved 
as long as functioning nephrons undergo compensatory 
hypertrophy.8 Generally, renal function is maintained 
until the 4th to 6th decade of life. However, once the 
compensatory mechanism of the kidneys fails, a rapid 
decline in renal function occurs. The progressive disease 
ultimately leads to end-stage renal disease, and chronic renal 
failure presents in about 50% of patients by the age of 60.9 
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M o n i t o r i n G  P r o G r e s s i o n  o f 
r e n a l  d i s e a s e 

The initial step in diagnosing ADPKD is renal ultrasound. 
The presence of at least three unilateral or bilateral renal 
cysts in patients aged 15 to 39 years and of two cysts in 
each kidney in patients aged 40 to 59 years is sufficient 
for diagnosis in at-risk individuals from ADPKD families. 
Four cysts or more in each kidney are required in at-risk 
individuals aged >60 years.10 In families with known PKD1 
gene mutation, diagnostic criteria are expressed in number 
and location of renal cysts related to age.11 
Monitoring of disease progression in ADPKD differs from 
other renal diseases. In ADPKD, renal function decreases 
only late in the course of the disease due to compensatory 
mechanisms of intact nephrons. In order to prevent this 
decline in renal function, therapies should be targeted to 
patients in an early phase of their disease. 
The Consortium for Radiologic Imaging for the Study 
of Polycystic Kidney Disease (CRISP) demonstrated that 
total kidney and cyst volume increase exponentially (± 
5% annually), even prior to the loss of kidney function.6 
Moreover, the rapidity of increase of renal volume is 
associated with a future decline in renal function.8 Finally, 
ultrasound is less accurate for determining small changes 
in renal volume and measuring large kidneys when 
compared with magnetic resonance imaging (MRI).12 
Although the relationship between kidney volume and 
renal function may be true for the population at large, 
individual patients with a high total renal volume may have 
preserved kidney function. 

M a n a G e M e n t  o f  r e n a l  a d P K d 

To date there is no treatment available to delay 
disease progression in patients with ADPKD. Current 
management recommendations for patients with ADPKD 
include optimal blood pressure control and sufficient fluid 
intake. Furthermore, smoking, long-term administration 
of nephrotoxic agents and probably excessive caffeine 
intake should be avoided, as caffeine may promote renal 
cyst growth.13 However, it remains uncertain whether 
adequate hypertension management delays renal failure 
in ADPKD.
In patients with chronic pain refractory to conservative 
measures, surgical interventions including surgical 
cyst fenestration or cyst aspiration in combination with 
injection of sclerosing agents can be considered.9 Renal 
transplantation is the treatment of choice for end-stage 
renal disease in patients with ADPKD. The procedure 
for renal transplantation for ADPKD differs from most 
other indications as the native polycystic kidney(s) may 
necessitate removal due to space constraints secondary 

to massive renal enlargement.1,12 Several medical options 
aimed to slow cyst growth and thereby delay the onset of 
end-stage renal disease are currently being explored. 

Somatostatin analogues are thought to stabilise cyst 
volumes in ADPKD patients.13 Indeed, several randomised 
controlled trials demonstrated a beneficial effect of 
somatostatin analogues on polycystic kidney volumes 
in patients with ADPKD.14,15 However, due to the 
short duration of trials, the effect on renal function 
and end-stage renal disease could not be determined. 
Mammalian target of rapamycin (mTOR) inhibitors are 
another class of drugs that have been suggested to delay 
the progression of ADPKD. However, two recent trials 
using everolimus and sirolimus, both mTOR inhibitors, 
failed to influence the decline in renal function or to 
halt polycystic kidney growth.16,17 Finally, Tolvaptan is 
a vasopressin V2 receptor antagonist that inhibits renal 
cyst growth in an animal model for polycystic kidney 
disease.18 A prospective, three-year, placebo-controlled trial 
of Tolvaptan (TEMPO 3-4) is now ongoing to determine 
whether this drug is safe and effective in delaying the 
progression of ADPKD.19

a  d i C H o t o M y

The renal phenotype dominates in the largest proportion of 
ADPKD patients. However, in a subset of patients, hepatic 
cysts overtake renal cysts and patients suffer more from 
their polycystic liver. The overall prevalence of hepatic cysts 
in patients with ADPKD is 83%.20 The prevalence increases 
with increasing age and decreasing renal function and 
is the highest in patients with end-stage renal disease.1 
However, most patients have only a few hepatic cysts and 
polycystic livers, arbitrarily defined as >20 cysts, occur 
infrequently. 
Indeed, there are a number of risk factors for polycystic 
livers in ADPKD. Sex appears to be the most defining 
risk factor; females are more likely to suffer from a 
polycystic liver.21 Furthermore, female patients with prior 
pregnancies and/or use of oestrogens have more and larger 
liver cysts. In addition, renal cyst volume is correlated 
with a more severe hepatic disease.20,22-24 Nonetheless, a 
proportion of ADPKD patients present both renal cysts 
and normal renal function but extensive hepatic disease. 
These patients are not threatened by renal complications 
of the disease, but clearly develop symptoms secondary to 
hepatic polycystic disease. Testament to this observation 
are the cohorts of ADPKD patients recruited for clinical 
trials that aimed at reduction of liver volume. For example, 
32 ADPKD patients with polycystic livers participated in 
a trial examining lanreotide treatment. These patients 
showed both an increased average renal volume of 1000 
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ml (normal 154-202 ml per kidney) and an extensive 
mean liver volume of 5119 ml (normal 1500 ml) though 
without renal complications; few of these patients had 
hypertension, and renal function was normal in most 
cases.14 These findings emphasise the importance of a 
different approach to ADPKD patients with polycystic livers 
than to ADPKD patients with renal manifestations. This 
dichotomy of both extensive polycystic kidney disease and 
few hepatic cysts and extensive hepatic cysts and relatively 
few renal cysts is illustrated in figure 1 by panel A, B and 
C respectively. 

H e P a t i C  M a n i f e s t a t i o n s  o f  a d P K d

Liver cysts arise from cholangiocytes as the result of 
ductal plate malformation.25 Several pathways are involved 
in the growth of hepatic cysts (see Textbox). Symptoms 
are related mainly to liver size, as polycystic livers can 
grow to up to ten times their normal size. Compression 
of adjacent abdominal and thoracic organs may lead 
to abdominal pain, abdominal distention, early satiety, 
nausea and vomiting.26 Clinical course and indications for 
interventions are therefore highly dependent of total liver 
volume.

M o n i t o r i n G  P r o G r e s s i o n  o f 
H e P a t i C  C y s t s

Liver function is generally maintained during the 
whole course of the disease. Few patients demonstrate 
abnormalities in liver function or liver enzymes.27 There 
are no specific laboratory tests that predict the presence 
of liver cysts in ADPKD. Hepatic cysts are detected using 
ultrasound. The CRISP study showed a higher prevalence 

of hepatic cysts in early ADPKD using MRI compared with 
ultrasound.20 The implication of early detection remains 
unclear, as interventions are currently considered as 
soon as symptoms develop. Because oestrogens stimulate 
cholangiocyte proliferation and enhance cyst formation, 
it is advised to avoid the use of oestrogens.28 Imaging of 
hepatic cysts should be guided by symptom management. 

t r e a t M e n t  o P t i o n s  f o r  H e P a t i C 
C y s t s  i n  a d P K d

The main indications for treatment of hepatic cysts are 
abdominal pain, abdominal mass, fullness and early 
satiety. A variety of surgical and medical options exist 
for the treatment of hepatic cysts in ADPKD. Among 
the surgical options are aspiration in combination with 
sclerotherapy, fenestration, segmental hepatic resection 
and liver transplantation.37-44 Aspiration and subsequent 
sclerosis of hepatic cysts is best performed in a dominant 
and large, likely symptomatic, cyst. In laparoscopic 
fenestration multiple cysts are unroofed in one session. 
Segmental hepatic resection may be considered in cyst rich 
segments in the presence of at least one predominantly 
normal segment. All surgical options are invasive, and 
carry a certain morbidity and mortality risk but provide 
relatively instant relief. However, recurrence of treated 
cysts is not infrequent (21 to 39%).29-34 Liver transplantation 
is the only curative option and is indicated for severe 
polycystic livers with extreme disabling symptoms or 
untreatable complications. Combined liver-kidney 
transplantation should be considered in patients who are 
listed for liver transplantation and have an impaired kidney 
function (GFR <30 ml/min).36,37 
Current medical options in the treatment of ADPKD 
are somatostatin analogues and mTOR inhibitors. 

figure 1. A dichotomy in ADPKD phenotypes. Panel A shows a coronal computed tomography of a patient with 
ADPKD presenting extensive renal disease and relatively few hepatic cysts. By contrast, panel B and C show a patient 
with ADPKD presenting extensive hepatic disease and relatively few renal cysts
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Somatostatin analogues, such as lanreotide and 
octreotide, are cyclic adenosine monophosphate 
(cAMP) level inhibitors and decrease fluid secretion 
and cell proliferation in many cell types, such as 
cholangiocytes.14,38-40 The effect of these agents, especially 
long-acting somatostatin analogues, has been studied in 
a number of trials in polycystic livers. On the short term 
(up to 6 and 12 months), these studies show regression of 
liver volume (-5% to -2.9%), contrasting the increase in the 
placebo groups (+0.9% to +1.6%).14,38-40 
mTOR inhibitors are another class of drugs known 
to inhibit liver cyst growth. In a study performed to 
optimise the immunosuppressive strategy after renal 
transplantation, a retrospective measurement of liver 
volume was performed to elucidate whether sirolimus had 
any effect on the liver volume.41 Sirolimus reduced liver 
volume by 11.9%, whereas tacrolimus caused an increase 
in liver volume of 14.2%. 
In conclusion, somatostatin analogues and probably mTOR 
inhibitors are the first two identified drug classes that 
change the natural course of the polycystic disease, 
although the effect is still limited. Effects of prolonged 
therapy of somatostatin analogues or mTOR inhibitors on 
liver volume are still unknown. 

C o n C l U s i o n

The majority of ADPKD patients develop complications 
due to renal polycystic disease; however, a proportion of 
patients present with extensive hepatic disease and possess 
only minimal renal features. Both phenotypes of this 
disease appear to represent either end of a spectrum and 
need specific approaches in monitoring and treatment of 
disease. After diagnosis, primarily established by imaging 
modalities, renal management should be focused on 
monitoring blood pressure and treating hypertension. 
Nephrological follow-up should be focused on renal function 
and renal volume. Renal transplantation may be considered 
in end-stage renal disease. In contrast, monitoring the 
hepatic phenotype should focus on therapeutic interventions 
in case of gastrointestinal symptoms regardless of cyst 
extent, as liver function stays intact. 
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P a t H o G e n e s i s  i n  a d P K d 

adPKd gene mutations
ADPKD is genetically heterogeneous with the 
responsible genes localised to separate loci on 
chromosome 16 (PKD1 gene), accounting for the 
majority of ADPKD cases (80 to 85%), and chromosome 
4 (PKD2 gene), accounting for 15 to 20% of cases.42 
Patients with a mutation in the PKD1 gene have 
significantly more severe renal disease compared with 
PKD2 carriers, as PKD1 gene mutations lead to a 15 to 
20 year earlier median age of onset of end-stage renal 
disease (53.0 vs 69.1 years) and larger kidneys.7 
The pathogenesis of cyst formation is currently thought 
to involve increased cell proliferation, fluid accumulation 
and basement membrane remodelling. Various genetic 
and biochemical pathways contribute to cystogenesis. 

Polycystins
PKD1 and PKD2 encode proteins called polycystin-1 and 
polycystin-2. While polycystin-1 is a membrane protein 
localised at sites of cyst formation, including renal 
tubular epithelia and hepatic bile ductules, polycystin-2 
is primarily expressed in the distal tubules, collecting 
duct and thick ascending limb. 

Pathways in cystogenesis
It is thought that increased cell proliferation and 
apoptosis combined with revascularisation, enhanced 
fluid secretion and abnormal cell-matrix interactions 
contribute to cyst formation.25 
Apart from gene modifier effects, hepatic cysts 
exhibit higher levels of phosphor-mammalian target 
of rapamycin (mTOR). This serine/threonine protein 
kinase, encoded by the FRAP1 gene, regulates cell 
growth and cell proliferation. Higher levels of mTOR 
contribute to cholangiocyte proliferation and cyst 
expansion.41 Another biochemical mechanism that 
enhances cyst formation is cAMP activation. ADPKD 
cells seem to have an altered responsiveness to cAMP 
stimulating both apical chloride secretion which leads 
to accumulation of cyst fluid and cell proliferation 
itself.43 Furthermore, oestrogens, insulin-like growth 
factor-1 (IGF-1) and vascular endothelial growth 
factor (VEGF) are overexpressed in hepatic cystic 
epithelium and promote cholangiocyte proliferation in 
an autocrine way.44 Although hardly understood and 
complex, unravelled pathways offer promising targets 
for therapeutic interventions.
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a b s t r a C t

the dietary intake of saturated fatty acids (safa) 
is associated with a modest increase in serum total 
cholesterol, but not with cardiovascular disease (CVd). 
replacing dietary safa with carbohydrates (CHo), notably 
those with a high glycaemic index, is associated with 
an increase in CVd risk in observational cohorts, while 
replacing safa with polyunsaturated fatty acids (PUfa) 
is associated with reduced CVd risk. However, replacing 
a combination of safa and trans-fatty acids with n-6 
PUfa (notably linoleic acid) in controlled trials showed 
no indication of benefit and a signal toward increased 
coronary heart disease risk, suggesting that n-3 PUfa may 
be responsible for the protective association between total 
PUfa and CVd. High CHo intakes stimulate hepatic 
safa synthesis and conservation of dietary safa. Hepatic 
de novo lipogenesis from CHo is also stimulated during 
eucaloric dietary substitution of safa by CHo with high 
glycaemic index in normo-insulinaemic subjects and 
during hypocaloric high-CHo/low-fat diets in subjects 
with the metabolic syndrome. the accumulation of safa 
stimulates chronic systemic low-grade inflammation 
through its mimicking of bacterial lipopolysaccharides 
and/or the induction of other pro-inflammatory stimuli. 
the resulting systemic low-grade inflammation promotes 
insulin resistance, reallocation of energy-rich substrates 
and atherogenic dyslipidaemia that concertedly give rise to 
increased CVd risk. We conclude that avoidance of safa 
accumulation by reducing the intake of CHo with high 
glycaemic index is more effective in the prevention of CVd 
than reducing safa intake per se.

K e y W o r d s

Saturated fatty acids, carbohydrates, diet heart, 
cardiovascular disease, fat
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i n t r o d U C t i o n

In 2003, in the Netherlands, fat comprised about 34% of 
total energy intake (en%), and was, after carbohydrates 
(CHO), the main energy source. Grains, grain products 
and non-alcoholic beverages are the most important 
sources of dietary CHO in the Netherlands (table 1). 
Saturated (SAFA), monounsaturated and polyunsaturated 
fatty acids (PUFA) each constitute approximately 12.9, 10.8 
and 7.1 en% of the total fat intake. Milk, milk products 
and meat are the main sources of dietary SAFA (table 1) in 
the Netherlands,1,2 as well as in the United States.3 Fatty 
acids are pleiotropic nutrients with important functions 
in the human body in addition to serving as substrates for 
energy production. Fatty acids are essential components 
of the phospholipids in all cell membranes, act as carriers 
of the fat-soluble vitamins A, D, E and K, and include the 
essential n-3 and n-6 PUFA, alpha-linolenic and linoleic 
acid, respectively.

The diet-heart hypothesis, also named the diet-heart 
paradigm, is based on the association between 
serum cholesterol and dietary SAFA with the risk of 
cardiovascular disease (CVD) that was found in the Seven 
Countries Study by Ancel Keys,4 and the relationship 
between dietary SAFA and serum cholesterol that was 
demonstrated in short5 and long-term feeding trials.6,7 
However, recent evidence from randomised controlled 
trials (RCTs) and observational studies has provided little 
support for the diet-heart paradigm and the causality of 
the association between dietary SAFA and CVD outcomes 
is increasingly questioned.8-11 

In this paper we discuss the current scientific data on 
the effects of dietary SAFA, their controversies and the 
potential underlying (patho)physiological mechanisms for 
the role of SAFA in CVD.
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l i P o P r o t e i n s ,  C H o l e s t e r o l ,  s a f a 
a n d  C V d 

A high serum total cholesterol, and especially LDL 
cholesterol, is associated with an increased risk of 
CVD, whereas a high HDL cholesterol has a protective 
association.12 The serum total cholesterol/HDL cholesterol 
ratio is the consensus risk factor for the estimation of 
coronary heart disease risk. The reduction of this ratio 
by 1 point is classically associated with a coronary heart 
disease risk reduction of 52%.13 The metabolic syndrome, 
also called the insulin resistance syndrome, which is 
characterised by obesity, impaired glucose homeostasis, 
hypertension and atherogenic dyslipidaemia (‘deadly 
quartet’), is a major risk factor for CVD.14 Similarly, 
atherogenic dyslipidaemia,15 which is characterised by 
elevated triglycerides, small dense LDL particles and 
reduced HDL cholesterol (‘deadly lipid triad’),16 is also a 
major risk factor for CVD. These small dense LDL particles 
are susceptible to structural modifications by oxidation17 

and notably oxidised LDL particles affect atherosclerotic 
plaque formation18 by promoting foam cell generation, 
endothelial dysfunction and local inflammation.

An increase in the consumption of SAFA by 1 energy 
percent (en%) raises serum total cholesterol by 0.052 
mmol/l.6 However, in the same study, the total cholesterol 
of subjects consuming 15 en% SAFA ranged from 4 to 
6 mmol/l, indicating that most variation in the serum 
total cholesterol is not on account of the differences in 
SAFA intake per se.6 Because of the presumed relationship 
between SAFA and CVD, it is nowadays recommended to 
replace dietary fat, and especially SAFA, by cis-unsaturated 
fatty acids.19,20 Between 1987/1988 and 1997/1998 the 
intake of cis-unsaturated fatty acids, refined CHO and 
monosaccharides and disaccharides in the Netherlands 
increased at the expense of fat, SAFA and trans-fatty 
acids.19,20 In this review, we will evaluate the current 
consensus on the relationship between SAFA and CVD 
while the consequences of replacing SAFA by CHO, 

table 1. Dietary intakes and the average contributions of different dietary resources in 2003 in a typical Dutch 
populationa,b

energy Protein fat safa MUfa PUfa trans CHo Ms & ds Ps fibre

Total daily intake (kcal and g/day) 2328 81 90 33 28 19 3 277 144 133 19.3

Total daily intake (en%) 14.3 34.4 12.9 10.8 7.1 48.2 24.9 23.1 2.1

Potatoes and other tuberous 
organs (g%)

3.8 2.9 1.2 1.7 1.0 0.8 3.4 6.2 0.7 12.2 15.1

Vegetables (g%) 1.1 2.2 0.3 0.2 0.5 0 0 1.3 1.6 1.0 12.2

Legumes (g%) 0.1 0.3 0 0 0 0 0.2 0 0.4 1.1

Fruitsc (g%) 3.9 2.6 3.7 1.9 4.9 6.1 0 4.8 8.2 1.1 12.3

Milk and milk products (g%) 14.5 25.1 18.1 30.8 13.0 2.5 19.8 9.9 17.8 1.3 1.9

Cheese 5.0 9.2 10.7 18.0 7.9 1.5 13.3 0.1 0.2 0 0

Grains and grain productsd (g%) 23.0 20.8 10.8 6.7 9.2 17.2 25.4 34.0 5.2 65.2 43.0

Bread 16.4 16.9 5.8 3.6 4.1 11.3 3.8 25.3 4.1 48.3 35.9

Meat and meat productse (g%) 11.4 29.9 20.1 20.3 25.9 10.3 10.0 0.7 0.2 1.2 0.1

Fish and shellfish (g%) 0.5 2.1 0.6 0.4 0.8 0.2 0.1 0 0.2 0

Eggs (g%) 0.7 1.7 1.3 0.8 1.4 0.1 0 0 0 0

Fatsf (g%) 6.4 0.1 18.8 14.5 16.5 33.5 13.1 0 0.1 0 0

Sugar and candy (g%) 7.7 1.7 5.2 6.3 5.5 3.6 3.3 11.7 20.6 2.1 3.6

Cookies, cake and biscuits (g%) 7.0 3.2 7.7 9.0 7.2 5.2 18.6 8.3 7.7 8.9 4.7

Non-alcoholic beverages (g%) 8.2 1.6 0.2 0.3 0.1 0 0.1 16.3 30.6 0.8 1.8

Alcoholic beverages (g%) 5.1 1.0 0.1 0.1 0.1 0 0.1 2.9 4.4 1.3 0

Sauces, seasonings, herbs and 
spices (g%)

4.0 0.9 9.4 4.4 12.3 16.3 0.7 1.5 2.1 0.9 0.8

Soups and bouillon (g%) 0.8 1.3 0.8 0.8 0.8 0.7 0.6 0.3 0.9 1.9

Miscellaneous (g%) 1.7 2.5 1.8 1.9 1.2 4.4 1.5 0.7 2.4 1.4

Total 100 100 100 100 96 96 100 100 100 100 100

a. data derived from the dutch VCP reference population (n=750) of dutch men (352) and women (398) between 19-30 years of age in 2003.1,2

b. safa = saturated fatty acids; MUfa = monounsaturated fatty acids; PUfa = polyunsaturated fatty acids; trans = trans-fatty acids; 
CHo = carbohydrates; Ms = monosaccharides; ds = disaccharides; Ps = polysaccharides
c. including seeds and nuts
d. including flour, bread, pasta, rice and cereals
e. including poultry
f. including oils, butter, margarines and other frying fats
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monounsaturates and PUFA will be examined with regard 
to their influence on atherogenic dyslipidaemia.

s a f a  a n d  C V d

A recent meta-analysis of prospective cohort studies21 
showed that the intake of SAFA is not associated with 
an increased risk of coronary heart disease, stroke or 
those two combined (i.e. cardiovascular disease, CVD), 
before21 or after22 adjustment for serum total cholesterol. 
Additionally, the consumption of milk and milk products 
was not related to CVD in a meta-analysis of prospective 
cohort studies. Consumption of milk and milk products 
may even decrease CVD risk,23 although this meta-analysis 
of prospective cohort studies was not supported by a recent 
prospective cohort study in the Netherlands.24

r e P l a C i n G  s a f a  b y  C H o

Replacing 5 en% SAFA with 5 en% CHO reduced serum 
total cholesterol by 0.18 mmol/l, LDL cholesterol by 0.16 
mmol/l and HDL cholesterol by 0.05 mmol/l, increased the 
serum triglycerides by 0.11 mmol/l and had no effect on 
the total cholesterol/HDL cholesterol ratio.5 LDL cholesterol 
reduction from isocaloric substitution of SAFA by CHO is 
accompanied by an increase in the amount of atherogenic 
small dense LDL particles and a decrease in the less 
atherogenic large LDL particles.15 Because of the increase 
in triglycerides and small dense LDL and no change in the 
total cholesterol/HDL cholesterol ratio, replacing SAFA by 
CHO seems unfavourable with regard to CVD prevention.

A pooled analysis of 11 cohort studies showed that 
replacing 5 en% SAFA by CHO was associated with a 
slightly increased risk of coronary events (7%), but there 
was no difference in mortality.25 In practice, however, 
SAFA are often replaced by CHO with a high glycaemic 
index. A subsequent analysis by Jakobsen et al.26 showed 
that replacement of 5 en% SAFA by CHO with a low 
glycaemic index was associated with a non-significant 
reduction in CVD risk, while replacing SAFA by CHO with 
a high glycaemic index was associated with a 33% increased 
risk of myocardial infarction.26

r e P l a C i n G  s a f a  b y 
M o n o U n s a t U r a t e d  f a t t y  a C i d s

Replacing 5 en% SAFA by 5% monounsaturated fatty 
acids reduced total cholesterol by 0.21 mmol/l, LDL 
cholesterol by 0.20 mmol/l, and HDL cholesterol by 0.01 

mmol/l, and increased the serum triglycerides by 0.01 
mmol/l. The 0.145 reduction in the total cholesterol/HDL 
cholesterol ratio is predicted to translate into a coronary 
heart disease risk reduction of 7.5%.13 However, in the 
recent pooled analysis of prospective observational cohorts 
by Jakobsen et al.,26 the intake of monounsaturated fatty 
acids was associated with a 19% higher risk of CVD 
events, but not with coronary heart disease mortality. 
This outcome contrasts with the beneficial effects of the 
so-called Mediterranean diet, which is typically high 
in monounsaturated fatty acids,27 and the theoretical 
decrease of the total cholesterol/HDL cholesterol ratio, 
when SAFA are replaced by monounsaturated fatty acids.5 
Consequently, it was recently concluded that there is 
insufficient evidence to advise the replacement of SAFA by 
monounsaturated fatty acids.28

r e P l a C i n G  s a f a  b y  n - 6  a n d  n - 3 
P U f a 

Replacing 5 en% SAFA by 5 en% PUFA decreased total 
cholesterol by 0.29 mmol/l, LDL cholesterol by 0.26 
mmol/l, HDL cholesterol by 0.02 mmol/l, triglycerides by 
0.03 mmol/l and the total cholesterol/HDL cholesterol ratio 
by 0.175, which theoretically corresponds to a coronary 
heart disease risk reduction of 9.1%.13 A pooled analysis 
of 11 cohort studies showed that replacement of 5 en% 
SAFA by (n-3 and n-6) PUFA was associated with a 
significant 13% reduction in coronary events and a 26% 
reduction in coronary heart disease mortality.25 These 
results are consistent with a meta-analysis of RCTs,29,30 
which showed that replacing 5 en% SAFA by (n-3 and 
n-6) PUFA reduced coronary heart disease risk by 10%. 
These results have been interpreted as providing strong 
concordant evidence to support current recommendations 
to replace SAFA with the n-6 PUFA linoleic acid, and were 
recently translated into an American Heart Association 
(AHA) advice,31 to consume ‘at least 5 to 10 % of energy as 
n-6 PUFA’. Importantly, however, neither of these pooled 
analyses made a clear distinction between n-6 and n-3 
PUFA species, and the Mozaffarian et al.29 meta-analysis 
of RCTs did not consider the potential confounding 
role of trans-fatty acids. The n-3 PUFA32 and trans-fatty 
acids33 have been positively and negatively related to 
CVD development, respectively. If distinction is made 
between interventions that selectively replaced SAFA and 
trans-fatty acids with n-6 PUFA/linoleic acid, and those 
that substantially increased both n-3 and n-6 PUFAs, a 
whole different picture emerges.34 Linoleic acid selective 
PUFA interventions produced no indication of benefit 
but rather a fairly consistent, but non-significant, signal 
toward increased risk of coronary heart disease and death. 
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These potentially negative effects of n-6 PUFA acid may 
even have been underestimated, since PUFA also replaced 
trans-fatty acids. If SAFA is replaced by both n-3 and 
n-6 PUFA, a significant (22%) decreased coronary heart 
disease risk is found. However, this reduction may also be 
attributable, at least in part, to the reduced consumption 
of trans-fatty acids.34 

r i s K  r e d U C t i o n  i n  P e r s P e C t i V e

Besides the already mentioned large variability in the 
relationship between serum total cholesterol and SAFA 
intake,6 there is the well-known example of the African 
Maasai who had very high intakes of both cholesterol 
(500 to 2000 mg/day) and SAFA from milk,35,36 but 
exhibited remarkably low serum cholesterol levels8,11,35,36 
and although accompanied by extensive atherosclerosis, 
with lipid infiltration and fibrous changes, they had a 
very low incidence of cardiovascular events.8 Secondly, 
comparison with other risk factors and the feasibility of a 
reduced SAFA consumption also require some attention. 
In 2003 the average SAFA intake in the Netherlands was 
estimated at 12.9% of total energy (en%). This intake 
should be lowered by 38%, i.e. to 7.9 en%, to achieve 
a 10% risk reduction in CVD.30 The Dutch National 
Institute for Public Health and the Environment (RIVM) 
calculated that a 5% reduction in SAFA intake would 
reduce the annual incidence of CVD by 4300 persons per 
year and CVD mortality by 1000 people per year,37 at an 
annual mortality from CVD of approximately 40,000/
year in the Netherlands.38 For comparison, the estimated 
mortality attributable to overweight, insufficient fruit 
and vegetable intake, and low fish intake is 6900, 7300, 
and 4500 persons per year, respectively.37 A recent report 
from the UK predicted that an increase in the intake of 
fruits and vegetables from 279-356 g to 440 g/day would 
save as many lives as a reduction in the current SAFA 
consumption in the UK from >14 to 3 en% and a reduction 
in salt intake from >8.1 to 3.5 g/day.39 Consequently, other 
risk factors seem much simpler to be addressed and their 
role seems at least comparable, if not more important, in 
the current high incidence of CVD. Recommendations 
to increase intake of n-3 PUFA, fruit and vegetables and 
reduce sodium intake,30 to increase physical activity,40 to 
reduce trans-fatty acid intake30 and reduce the intakes of 
CHO with high glycaemic index, such as notably found 
in soft drinks and candy (table 1), seem more prudent 
candidates in the battle against CVD41 than to reduce SAFA 
intake to the recommended <10 en%19,20, and also because 
in daily practice SAFA are mostly replaced by CHO with 
high glycaemic index.42 

r e l a t i o n  b e t W e e n  i n f l a M M a t i o n 
a n d  l i P o P r o t e i n  M e t a b o l i s M 

The causal relationship between LDL cholesterol per se and 
CVD6 is still subject of debate.8-11 However, both oxidised 
and small dense LDL have been related to increased CVD 
risk.17,18 Moreover, there is convincing evidence that the 
LDL cholesterol reducing statins reduce CVD risk,43-46 
but statins have pleiotropic effects. Statins also have 
anti-inflammatory effects and equally reduce C-reactive 
protein (CRP) and the concentration of LDL cholesterol.43-47 
This observation supports the endotoxin-lipoprotein 
hypothesis48 stating that chronic systemic low-grade 
inflammation connects LDL cholesterol to CRP. There is 
increasing evidence that changes in serum lipoproteins 
might be a response to a state of chronic inflammation 
secondary to our current lifestyle that in turn is composed 
of many factors. Besides the influence of dietary changes, 
environmental changes such as stress, sleep deprivation 
and environmental pollution, including smoking, have 
also been related to chronic inflammation.49 It was recently 
re-emphasised that these so-called gene-environment 
interactions play important roles in de development of 
many, if not all, current diseases of civilization,50,51 while a 
primary role for ‘faulty’ genes, is grossly overestimated.52,53 

Common metabolic disorders, such as obesity, type 2 
diabetes and the metabolic syndrome, are associated 
with low-grade inflammation and elevations in acute 
phase proteins such as CRP.54 It has become increasingly 
clear that insulin resistance develops secondary to 
systemic inflammation and that the compensatory 
hyperinsulinaemia aims primarily at balancing glucose 
homeostasis.55,56 The insulin resistant state, induced by 
pro-inflammatory cytokines, is indispensable for the 
reallocation of energy-rich substrates. Glucose is conserved 
for the metabolically highly active brain and for the 
activated immune system, which both rely on glucose 
metabolism for their energy supply.55 Organs that would 
normally also use glucose become insulin resistant and 
use triglycerides and free fatty acids, distributed by the 
liver and adipose tissue, respectively, as energy sources. 
At the same time, the lipoprotein profile might act to 
fight off inflammation and support the repair of tissue 
damage secondary to the inflammatory reaction.57-66 This is 
executed via: 1) an increase in cholesterol-rich lipoproteins 
(mainly LDL and VLDL), which have the ability to bind 
bacterial lipopolysaccharide (LPS) in proportion to their 
cholesterol content,16,67,68 although the best determinant 
of the capacity of lipoprotein to bind LPS is a high 
phospholipid/cholesterol ratio (i.e. surface/volume ratio);69 
2) the suppression of reverse cholesterol transport via 
multiple pathways66 (i.e. low HDL); 3) increased oxidation 
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of LDL and VLDL, while HDL becomes proinflammatory;62 
4) increased cholesterol delivery to the immune system,62 
and 5) the production of small dense LDL particles.70 The 
last-mentioned become enriched in sphingolipids, are 
poorly cleared by the LDL receptor, cross the endothelial 
barrier more effectively, bind to the vascular wall intima 
and are accumulated in macrophages because of their 
susceptibility to oxidative modification.62 Taken together, 
the proatherogenic dyslipidaemia of the metabolic 
syndrome is in support of the recovery from inflammation-
induced damage.48,55 However, when these changes in 
the lipoprotein profile last for prolonged periods of time, 
such as in the chronic low-grade inflammation of the 
metabolic syndrome,14 they give rise to the development of 
atherosclerosis.62,66 

Taken together that our current lifestyle includes many 
factors that 1) initiate and propagate inflammation; 2) give 
rise to an inadequate capacity to terminate inflammatory 
responses; and 3) lead to insufficient protection from 
the collateral damage caused by the chronic immune 
activation. One of these factors is our dietary SAFA 
intake, which can cause inflammation by their mimicking 
of a part of bacterial LPS48 and/or by providing other 
pro-inflammatory stimuli.67,68,71 Whether dietary SAFA 
cause inflammation depends on the accumulation of 
SAFA in the body and not on the dietary SAFA intake per 

se. Accumulation of SAFA can also occur by the synthesis 
of SAFA from CHO via de novo fatty acid synthesis. This 
mainly occurs in the liver, which secretes these de novo 
synthesised fatty acids as VLDL.16,72

s a f a  v s  C a r b o H y d r a t e s ,  t H e 
M e t a b o l i C  s y n d r o M e  a n d  t H e 
i M M U n e  s y s t e M

The adverse effects of high SAFA intake on lipid metabolism 
are particularly noted when SAFA are combined with a 
high CHO intake. Under these conditions, dietary SAFA 
are preserved, while the surplus of the consumed CHO is 
converted to SAFA by hepatic de novo fatty acid synthesis. 
Although the conservation of SAFA during excessive intake 
of CHO with a high glycaemic index is well known,73-76 
the synthesis of SAFA from (surplus) CHO may not have 
received sufficient attention. Contrary to widespread belief, 
de novo fatty acid synthesis is not restricted to hypercaloric 
conditions or to excessive intake of CHO, but also depends 
on the type of ingested CHO. A low-fat eucaloric diet with 
a high sugar/starch ratio stimulated de novo fatty acid 
synthesis and increased serum triglycerides in normal 
weight individuals.72 When subjects with the metabolic 
syndrome, i.e. with pre-existing insulin resistance, were 
fed either a hypocaloric low-CHO/high-fat diet with high 

SAFA content or a hypocaloric high-CHO/low-fat diet with 
low SAFA content, the low-CHO/high-SAFA diet resulted 
in lower SAFA levels in plasma lipids compared with the 
high-CHO/low-SAFA diet.75,76 Finally, in subjects with 
the hepatic manifestation of the metabolic syndrome, i.e. 
non-alcoholic fatty liver disease, 26% of the fatty acids in 
the liver triglycerides and 23% of the fatty acids in VLDL 
triglycerides derive from de novo fatty acid synthesis in the 
liver.77 Importantly, as much as 25 to 30% of Western adults 
are suffering from non-alcoholic fatty liver disease78 in which 
the hepatic synthesis of fat, including SAFA, has become 
independent of the metabolic state, i.e. is independent of the 
feeding-fasting cycle.77 Taken together, SAFA accumulate: 
1) under eucaloric conditions in normal weight subjects 
who consume a CHO-rich diet with high glycaemic index; 
and 2) under hypocaloric conditions in subjects with the 
metabolic syndrome and non-alcoholic fatty liver disease 
who consume CHO-rich diets. Thus CHO, particularly 
those with a high glycaemic index, and pre-existing insulin 
resistance are confounding factors in the discussion on the 
relation between CVD and dietary SAFA. This observation 
underscores the importance of a renewed discussion about 
the possible dangers of dietary SAFA.

C o n C l U s i o n s

The total body of evidence suggests that attention should 
be shifted from the harmful effects of dietary SAFA per 

se, to the prevention of the accumulation of SAFA in 
body lipids. This shift would emphasise the importance 
of reducing dietary CHO, especially CHO with a high 
glycaemic index, rather than reducing dietary SAFA. The 
chronic interaction of SAFA with our immune system 
elicits so-called chronic systemic low-grade inflammation, 
which underlies the metabolic changes referred to as the 
(atherogenic) dyslipidaemia of the metabolic syndrome or 
the lipidaemia of sepsis. The ultimate goal of the ensuing 
insulin resistance is the re-allocation of energy-rich 
substrates, such as glucose, to the immune system while 
the change in our lipoprotein profile aims at the limitation 
of the inflammatory responses and the repair of the 
resulting tissue damage. Dietary SAFA belong to the 
many false triggers of inflammation that result from 
the conflict between our slowly adapting genome and 
our rapidly changing lifestyle, but among these many 
factors they are not the most important. A reduction 
in the consumption of CHO with a high glycaemic 
index, trans-fatty acids and linoleic acid, and an increased 
consumption of fish, vegetables and fruit, and a reduction 
of inactivity, sleep deprivation and chronic stress seem 
more realistic approaches to fight the current pandemic of 
cardiovascular disease resulting from chronic systemic low 
grade inflammation.
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a b s t r a C t

Vancomycin is a key antibiotic in the management of 
severe Gram-positive infections. recent emergence of 
methicillin-resistant staphylococcal strains with reduced 
susceptibility to vancomycin has prompted internists to 
administer high-dose treatment to achieve trough levels 
of 15 to 20 mg/l. such high doses might be causative 
in nephrotoxicity. the risk further increases in patients 
who are critically ill and are on vasopressor support 
and/or concomitant nephrotoxic agents, with baseline 
deranged renal function, undergoing prolonged duration 
of therapy and are obese. However, data are insufficient 
to recommend the superiority of continuous infusion 
regimens as compared with intermittent dosing. this 
review discusses the literature pertaining to vancomycin 
nephrotoxicity.

K e y W o r d s

Dose, nephrotoxicity, trough levels, vancomycin

i n t r o d U C t i o n

Vancomycin is a cornerstone antibiotic for the 
management of severe Gram-positive infections. 
Introduced into clinical practice in 1956, it is a bactericidal 
glycopeptide with a molecular weight of 1446 Da.1 It 
inhibits the cell wall synthesis of Gram-positive bacteria 
by the formation of stable complex murein pentapeptides, 
thus causing inhibition of further peptidoglycan 
formation.2 The killing action of vancomycin is slow and 
is negatively affected by biofilm formation, stationary 
growth phase, large bacterial inoculates, and anaerobic 
growth conditions.1 Early batches of vancomycin contained 
significant impurities, leading to a variable toxicity and the 
nickname Mississippi mud. Subsequently, production of this 
antibiotic was revised so that preparations are absolutely 
free of these impurities.3

The relationship between serum concentrations and 
treatment success or failure in serious Staphylococcus 
aureus infections has recently been established. The 
pharmacokinetic-pharmacodynamic (PK-PD) parameter 
best predicting activity of vancomycin against 
staphylococcal species is the 24-hour area under the 
concentrations curve over the minimal inhibitory 
concentration (AUC/MIC).4 On the basis of in vitro, 
animal and limited human data, an AUC/MIC value of 
400 has been established as the PK-PD target.1 However, 
these values are hardly obtainable in S. aureus strains with 
a MIC of 2 mg/dl.1 Also, the calculation of AUC/MIC is not 
practically feasible. Trough levels have a good correlation 
with total drug exposure given by the AUC/MIC and are 
therefore recommended as the most precise and workable 
monitoring method in daily clinical practice. These trough 
levels should be obtained just before the fourth dose at 
steady state conditions.1,5

M e C H a n i s M  o f  V a n C o M y C i n 
n e P H r o t o X i C i t y

Elimination of vancomycin is almost exclusively renal. 
Vancomycin is renally eliminated mainly via glomerular 
filtration, and to some extent via active tubular secretion.6 
Animal studies have suggested proximal renal tubular cell 
necrosis by vancomycin accumulation as mechanism of 
nephrotoxicity.7 Vancomycin-induced renal damage requires 
energy-dependent transport from the blood to the tubular 
cells across the basolateral membrane.8 In the tubular cells, 
vancomycin presents a pronounced lysosomal tropism.8 
Animal studies suggested oxidative stress might underlie 
the pathogenesis of vancomycin-induced toxicity.9,10 Gene 
expression analyses in mice have suggested involvement of 
oxidative stress and mitochondrial damage in vancomycin-
induced kidney injury. More importantly, a potential 
contribution of complement pathway and inflammation 
in the vancomycin-induced renal toxicity has been 
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postulated. In addition to necrosis, signs of tissue repair 
were also detected in vancomycin-treated animals.7 Severe 
vancomycin renal toxicity may present histologically as 
tubulointerstitial nephritis, sometimes with granulomas.11 
Apparently, in rats, curcumin ameliorated vancomycin-
induced decrease in the activities of antioxidant enzymes 
and glutathione peroxidase and could be able to antagonise 
vancomycin nephrotoxicity.12 A protective and antioxidant 
effect of vitamin E, vitamin C, N-acetylcysteine, caffeic 
acid phenyl ester, and erythropoietin on vancomycin-
induced nephrotoxicity in rats has also been reported.13,14 
Whether antioxidant therapy is protective against 
vancomycin-induced nephrotoxicity in humans remains to 
be established.
Approximately 5 to 8.5% of vancomycin clearance is 
extrarenal, possibly by hepatic conjugation, leading to 
vancomycin crystalline degeneration products. The 
clearance decreases with creatinine clearance in a linear 
fashion, resulting in markedly increased half-life of 100 to 
200 hours in anuric patients.15

s t a P H y l o C o C C i  s U s C e P t i b i l i t y 
a n d  V a n C o M y C i n  t r o U G H  l e V e l s

In 2006, the Clinical and Laboratory Standard Institute 
established breakpoints for vancomycin for S. aureus. A 
MIC ≤2 mg/ml is defined as susceptible, a MIC of 4 to 8 
mg/ml is intermediary susceptible and a MIC ≥ 16 mg/ml 
as resistant (vancomycin-resistant S. aureus or VRSA).2 
VRSA have acquired vanA gene from vancomycin-resistant 
enterococci, leading to altered murein pentapeptide target 
with strongly decreased binding affinity for vancomycin 
and thus a high level vancomycin resistance with MIC 
>512 mg/ml.2 Within the group of susceptible S. aureus, 

the proportion of staphylococci with a MIC for vancomycin 
between 1 to 2 mg/ml is steadily increasing, indicating 
a further shift of MIC to the right. Staphylococci with a 
MIC between 1 to 2 mg/ml pose a higher risk for treatment 
failure than more susceptible species.2

V a n C o M y C i n  n e P H r o t o X i C i t y -
l i t e r a t U r e  r e V i e W  ( T a b l e  1 )

A computerised literature search of PubMed for all 
relevant data was done using the terminology “vancomycin 
nephrotoxicity”. High dose was defined as either a daily 
dose of ≥4g or >30 mg/kg or regimens that achieved 
serum vancomycin trough concentrations of 15 to 20 mg/l. 
Nephrotoxicity was defined as ≥50% increase in serum 
creatinine (SCR) from baseline value or a 50% decrease in 
creatinine clearance (CCL) from baseline. The majority of 
studies were retrospective in design.

This definition of vancomycin-induced nephrotoxicity 
has been accepted by the Infectious Diseases Society 
of America, the American Society of Health-System 
Pharmacists, and the Society of Infectious Disease 
Pharmacists consensus statement with the rider that 
multiple (at least two or three consecutive) high serum 
concentrations should be documented after several days of 
therapy in the absence of an alternative explanation.1

i n C i d e n C e  o f  n e P H r o t o X i C i t y

The incidence of vancomycin-induced nephrotoxicity is 
variable ranging from <1% to >40% in various studies. 
The variability is due to the baseline population studied, 
different dosing regimes, and under-reporting of 
nephrotoxicity. Many of the studies did not target adverse 
events as their endpoints.

t r o U G H  l e V e l s  a n d 
n e P H r o t o X i C i t y

Lodise et al. identified vancomycin trough level as the 
pharmacodynamic parameter that best describes the 
relationship between exposure and toxicity. In retrospective 
analysis of 166 patients (27 high dose, 139 standard 
dose), AUC and trough levels obtained within 96 hours 
of therapy were modelled as continuous, dichotomous 
and categorical variables to describe the relationship 

table 1. Studies evaluating nephrotoxicity of vancomycin

reference n dose nephrotoxicity

Hermsen et al. 16 55 Trough ≥15 vs <15 HD 31%
SD 10%

Hidayat et al. 17 95 Dose to achieve 
trough concentra-
tion of 4-5 times 
MIC of MRSA strain

HD 12%
SD 0%

Jeffres et al. 18 94 30 mg/kg/d to target 
trough of 15-20 mg/
ml

42.6%

Lodise et al. 19 291 ≥4 g/d vs <4g/d HD 34.6%
SD 9.7%

Lodise et al. 5 166 Trough ≥15 vs <15 25.9% vs 10.1%

Mora et al. 25 163 Trough ≥15 vs <15 HD 8%
SD 3%

Ingram et al. 27 167 CI vs IA 15.6%

Hutschala et al. 28 149 CI vs IA 29.5% overall
27.7% in CI
36.7% in IA

Vuagnat et al. 29 44 CI vs IA 8.7% in CI*
42.9% in IA*

n = number of patients; Hd = high dose; sd = standard dose; Ci = 
continuous infusion; ia = intermittent administration; * = adverse 
drug effects.
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between drug exposure and toxicity. A multivariate 
logistic regression yielded an adjusted odds ratio of 1.13 
for an increased likelihood of nephrotoxicity with each 
one-unit rise in the initial vancomycin trough value (95% 
confidence interval (CI) 1.05 to 1.21; p=0.001).5

Ten studies have identified elevated vancomycin trough 
level (>15mg/l) as a significant predictor of nephrotoxicity, 
with an overall incidence of 27% for trough exposure of 
15 to 20 mg/l; all studies included patients with other 
known causes of acute kidney injury (AKI), comprising 
concomitant receipt of nephrotoxins.5,16-24 For patients 
who achieved a trough level of >20 mg/l, the reported 
incidence rates were 21%,22 33%5,21 and 65%.18 However, 
it was not clear whether the trough level of >20 mg/l was 
measured after the onset of nephrotoxicity in the above 
studies. Thus, the elevated levels may represent the effect 
rather the cause of nephrotoxicity. Moreover, the temporal 
relationship between elevated trough concentrations and 
development of nephrotoxicity is unclear in most studies, 
leaving a gray zone regarding a cause-effect relationship. 
Additionally, whether trough levels represent a steady-state 
value is also uncertain from most studies. In a small study, 
where trough levels were measured prior to the onset of 
nephrotoxicity, all eight patients without concomitant 
risk factors who attained trough levels of >20 mg/l had 
nephrotoxicity.20

Observational data analysing vancomycin doses and 
nephrotoxicity are compromised by the presence of a 
selection bias.18,19 Patients with a greater severity of illness 
and an increased baseline risk of nephrotoxicity are more 
likely to receive aggressive vancomycin dosing regimes. 
Selection biases make the previous studies inadequate 
to accurately identify the rate of nephrotoxicity with 
higher vancomycin dosing. This is in agreement with the 
Infectious Diseases Society of America, the American 
Society of Health-System Pharmacists, and the Society 
of Infectious Disease Pharmacists consensus statement 
acknowledging that there are limited data to suggest a 
direct causal relationship between nephrotoxicity and a 
specific vancomycin concentration.1

o n s e t ,  d e G r e e  a n d  r e s o l U t i o n  o f 
n e P H r o t o X i C i t y

The onset of nephrotoxicity ranges from four to eight 
days from the start of therapy.5,19,20,22 It is of considerable 
importance to understand the fact that SCR is insensitive 
to detect mild changes in renal functions and the exact 
relationship between vancomycin exposure and onset of 
nephrotoxicity cannot be precisely determined based on 
changes in SCR values. Perhaps, urinary and/or serum 
biomarkers of AKI might help in future to solve this 
question.

The resolution of nephrotoxicity was seen in 71% (50% 
while on vancomycin therapy and 21% within 72 hours of 
discontinuation) in one study.22 In another study, 72.5% 
of patients had a return of SCR to their baseline value 
at the time of discharge and none of their study patients 
required renal replacement therapy as a consequence of 
nephrotoxicity.18 Nephrotoxicity resolved in 81% (17/21) of 
cases evaluated in a retrospective study.24

r i s K  f a C t o r s  f o r  V a n C o M y C i n 
n e P H r o t o X i C i t y  ( f i g u r e  1 )

In retrospective data from various studies, in total 307 
patients were evaluated. Nephrotoxicity occurred in 
6.6% of patients on high-dose therapy compared with 
2% in patients on standard-dose therapy in absence of 
concomitant risk factors for nephrotoxicity.17,23,25 In one 
study where primary analysis was on patients without 
concomitant nephrotoxicity risk, minimal increases in 
SCR values from baseline were seen for the high-dose 
group (88.4 to 97.2 mmol/l), whilst SCR values remained 
unchanged in the standard-dose group.25

In studies from intensive care units (ICU), various 
concomitant risk factors confound the analysis when 
comparing vancomycin exposure and nephrotoxicity. 
However, a high Acute Physiology and Chronic Health 
Evaluation II score,18,21 ICU residence5,19,26 and receipt 

figure 1. Risk factors for vancomycin-induced nephro -
toxicity

High dose/trough
Long duration

 Vancomycin  
nephrotoxicity

ICU stay
Vasopressors

High APACHE II

Concomitant 
nephrotoxins

Obesity

iCU= intensive care unit, aPaCHe= acute Physiology and Chronic 
Health evaluation.
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of vasopressor agents18,22 appear to be significant risk 
factors for the development of nephrotoxicity. Lodise et al. 
observed that ICU patients have a higher baseline risk for 
development of nephrotoxicity than non-ICU patients at a 
lower trough concentration threshold: >20% probability of 
nephrotoxicity at a trough >10 mg/l in ICU patients versus 
trough >20 mg/l in non-ICU patients.5 Obesity was seen 
to be a significant predictor for occurrence and time of 
development of nephrotoxicity.5,19 The authors postulated 
that dosing from total (including fat) mass will increase the 
dose if dosing is weight based and, therefore, increase the 
vancomycin AUC, thus shortening the time to event. Also, 
the volume of distribution in the central compartment 
(V) did not increase proportionally with weight and that 
V accounted for the higher trough values observed among 
obese patients in their study.5

Sepsis16,23 and duration of therapy17,22-24 were other 
factors more likely to be associated with development of 
nephrotoxicity. Prabaker et al. observed that the rate of 
nephrotoxicity increased from 12 to 22% beyond ten days 
of therapy.22 Jeffres et al. observed an odds ratio of 2.55 for 
nephrotoxicity after ≥14 days of treatment.18 In another 
study, Hidayat et al. found that the risk appeared to increase 
incrementally as the treatment was prolonged in patients 
who achieved high trough levels (15 to 20 mg/l): 6% for ≤7 
days, 21% for 8 to 14 days and 30% for >14 days.17 A recent 
two-phase retrospective analysis identified vancomycin 
serum trough concentrations ≥14 mg/l, duration of 
vancomycin therapy ≥7 days, and baseline SCR levels ≥1.7 
mg/dl as independent predictors of nephrotoxicity.24

The use of concomitant nephrotoxins appears 
to be a significant risk factor for development of 
nephrotoxicity.16,17,22,23 However, most studies did not 
specify the number of concomitant nephrotoxins and none 
reported the duration of concomitant nephrotoxin exposure 
during vancomycin therapy. In a recent retrospective 
analysis in a paediatric population, nephrotoxicity 
occurred in 14% of the population especially in those with 
targeted troughs of ≥15 mg/l, in the intensive care unit, 
and receiving furosemide.26 Furosemide is not a direct 
nephrotoxin, but its use may cause dehydration, in which 
the addition of vancomycin may further increase the risk 
of developing nephrotoxicity. Another study showed that a 
loop diuretic was present in 63% of adult patients who had 
nephrotoxicity during vancomycin therapy as compared 
with 44% with no renal toxicity (p=0.083).18

C o n t i n U o U s  V e r s U s  i n t e r M i t t e n t 
t H e r a P y

Data on beneficial effects of continuous infusion 
regimens are variable. Ingram et al. reported that in adult 
outpatients with normal renal functions, vancomycin by 

continuous infusion was associated with slower onset 
of nephrotoxicity.27 However, the ultimate prevalence of 
nephrotoxicity was identical and associated with cumulative 
vancomycin exposure. Furthermore, in a retrospective 
cohort study, Hutschala et al. showed a tendency for less 
nephrotoxicity with continuous infusion compared with 
intermittent infusion of vancomycin in critically ill patients 
after cardiac surgery.28 But, there was no significant 
difference in the requirement of continuous veno-venous 
haemofiltration amongst the groups and the intermittent 
administration group tended to have higher baseline SCR 
values. In a prospective study, Vuagnat et al. showed that 
continuous vancomycin infusion was logistically more 
convenient, achieved target concentrations faster, resulted 
in less variability in serum vancomycin concentrations, 
required less therapeutic drug monitoring and caused 
less adverse effects, but the clinical superiority was not 
established.29 The consensus guidelines recommend that 
continuous infusion regimens are unlikely to substantially 
improve patient outcomes, compared with intermittent 
dosing.1 Data on comparative vancomycin toxicity for 
continuous versus intermittent administration are 
conflicting and no recommendations can be made.1

o t H e r  t o X i C i t i e s

Historically, the most common vancomycin toxicity was 
the red man syndrome.3 It is an acute hypersensitivity 
reaction, consisting of flushing and pruritus, occasionally 
accompanied by hypotension. The onset may occur within 
a few minutes and usually resolves over several hours, 
after completion of the infusion. Patients usually tolerate 
subsequent doses if the dilution and the period of infusion 
are increased.
Another adverse effect is ototoxicity, the overall incidence 
of which appears to be low. Despite clinical case reports of 
a relationship between vancomycin serum concentrations 
and ototoxicity, there are no animal models that have 
demonstrated this relationship. The majority of experts feel 
that this drug is not ototoxic.30-32

Other side effects include neutropenia, fever, phlebitis, 
thrombocytopenia, lacrimation, linear IgA bullous 
dermatosis, necrotising cutaneous vasculitis, toxic 
epidermal necrolysis and Stevens-Johnson syndrome.33

C o n C l U s i o n s

Vancomycin nephrotoxicity is an important clinical adverse 
outcome to one of the commonly used antibiotics in 
modern-age medicine practice. It is unclear from the 
studies whether this is a result of targeting higher drug 
levels or a result of use in patients who have significant 
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AKI, especially in the ICU setting. There is lack of 
evidence and a myth that this is solely due to one of the 
above factors and it may very well be a combination of 
both. Clinicians are targeting trough levels of 15 to 20 
mg/l. There is difficulty in discerning whether vancomycin 
levels are a cause of nephrotoxicity or are raised secondarily 
to nephrotoxicity. Physicians have to be aware of this 
entity while managing patients who are treated with this 
antibiotic and one needs to remember one of the important 
pillars of our decision making ‘to do no harm’ while 
managing these sick individuals.
Timely detection of this clinical adverse outcome and 
discontinuation or replacement with other antibiotics has 
shown to prevent long-term kidney damage. That acute 
vancomycin nephrotoxicity leads to chronic kidney damage 
is a myth, unfounded, as per current literature. One must 
also be aware of concomitant nephrotoxins which contribute 
to this phenomenon and these should be avoided. Until 
molecular/biomarkers of AKI become available, cautious 
use of vancomycin is justified. Nevertheless, the patient 
should not be deprived of the benefits of this magic bullet, 
at least, in the critically ill stages.
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bleeding, Glasgow Blatchford Bleeding Score

i n t r o d U C t i o n

background
With estimates of the population-based incidence of between 
48 and 134 per 100,000 adults per year, acute upper 
gastro intestinal bleeding can be considered a common 
reason to visit emergency departments (ED).1-4 Reported 
mortality rates for such patients range from 5% to 14% in 
different studies.3-7 The presentation of patients with upper 
gastro intestinal bleeding varies from clinically insignificant 
bleeding to hypovolaemic shock. Depending on the nature of 
the bleeding, some of these patients do not need immediate 
treatment because the bleeding will stop spontaneously 
with little risk of clinical complications or rebleeding. These 
patients could be further treated as outpatients. However, 
because the cause of the bleeding cannot be determined 
from the clinical presentation and emergency endoscopy is 
not readily available in the ED, it is common practice to admit 
patients for observation and endoscopy. 
Clinical characteristics and the cause of the bleeding as 
diagnosed with endoscopy are highly predictive of adverse 
outcomes such as rebleeding and mortality.8 Quantification 
of clinical severity with a dedicated score could be a useful 
tool toward a more objective determination of the need 
for immediate intervention. Several scoring systems 
have been developed to stratify patients with acute upper 
gastrointestinal bleeding according to prognosis.9-12 The 
Rockall score is such a risk stratification tool that is based 
on clinical and endoscopic findings.12

In 2000 the Glasgow Blatchford bleeding Scale (GBS) 
was developed. The GBS is a screening tool to assess the 
likelihood that a patient with acute upper gastro intestinal 

bleeding will need medical intervention (e.g. blood 
transfusion, endoscopic or surgical treatment) only based 
on patient history, clinical examination and laboratory 
tests. Advantages of the GBS include absence of highly 
subjective variables (e.g. severity of systemic diseases) and 
the fact that there is no need for endoscopy.9

The Haemoglobin-Urea-Pulse-Systolic blood pressure 
(HUPS) score is a simplified fast-track risk screening tool 
that only uses the clinical and laboratory data of the GBS.8 
According to the original article it should only be used 
when patients have no major comorbidity. GBS and HUPS 
scores are unique because they can easily be determined 
in the ED. 
Several studies have shown that the GBS score can 
identify patients who can be safely sent home without any 
endoscopic intervention.12-14 In the initial study, patients 
with a GBS score of 0 were classified as low risk for the 
need of clinical intervention. Later studies showed that a 
cut-off value of 2 still reliably identified patients with no 
need for immediate intervention.1,9,10,13-15 The GBS has not 
yet been evaluated for use in the Netherlands. The aim 
of the present study was to validate the GBS scale in the 
Netherlands and to determine the cut-off value for safely 
treating patients as outpatients. A further aim was to 
compare the GBS scale system with the HUPS score and 
the Rockall score as to their ability to predict absence of the 
need for immediate treatment.

M a t e r i a l s  a n d  M e t H o d s

study design and setting
This historical cohort study was performed in the 
Maastricht University Medical Centre (MUMC). Each year 
about 22,750 patients visit the ED of whom 5075 patients 
present to internal medicine or gastroenterology. About 

o r i G i n a l  a r t i C l e
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200 of these patients are investigated under the diagnosis 
of acute upper gastrointestinal bleeding. Endoscopy, 
mainly performed in the endoscopy department, was 
available 24 hours a day, seven days a week. The study 
was conducted with the approval of the medical ethical 
committee of MUMC.

study population
We retrospectively reviewed the charts of all patients 
admitted to the ED for suspected acute upper 
gastro intestinal bleeding in the following period: 1 July 
2009 and 31 January 2010. Patients had to fulfil all of 
the following inclusion criteria: 1) presentation at ED 
with haematemesis, melaena, tarry stool or syncope 
with anaemia; 2) diagnosis of acute upper gastroin-
testinal bleeding was included in the working differential 
diagnosis formulated by the internist or gastroenterologist; 
and 3) age over 18 years. Patients with signs of chronic 
bleeding (microcytic anaemia) were excluded. In contrast 
to other studies we did not include patients who developed 
acute upper gastrointestinal bleeding while hospitalised 
for other reasons.

data collection/methods of measurement
Data were collected using the ED files and the electronic 
database of the hospital. To check completeness of obtained 
data, the reports of all gastroduodenal endoscopies 
performed in the research period were screened as well. 
The abstraction of the charts was performed by a research 
student, who was not blinded for the study hypothesis. All 
patients were discussed with a gastroenterologist (YK).
The following data were collected: date of admission 
to the ED, symptoms and signs of the gastrointestinal 
bleeding, haemodynamic variables (pulse and systolic 
blood pressure), laboratory results (serum haemoglobin 
and urea concentrations), demographic information, 
current medication, comorbidity, length of in-hospital 
stay, moment (inpatient or outpatient) and findings of 
endoscopy. 
As comorbidities we recorded hepatic disease/failure, 
kidney disease/failure, cardiac failure, and disseminated 
malignancy. Used medication was retrieved from 
the ED chart with special attention for the following 
medication: proton pump inhibitors, carbasalate 
calcium, anticoagulants, H2 antagonists, non-steroidal 
anti-inflammatory medication or corticosteroids. If items 
were not mentioned in either the ED chart or the electronic 
database we considered them to be negative. 
We calculated the Glasgow Blatchford (table 1), HUPS and 
Rockall scores of the patients based on the collected data.
Need for treatment during the period of 28 days following 
presentation was considered to be present when, in 
this period, treatment (e.g. blood transfusion, surgical, 
radiological or endoscopic intervention) was actually 

performed, when rebleeding requiring readmission 
occurred, or when the patient died. Information about 
readmission, rebleeding or death was gathered from the 
charts and/or general practitioner. 

data processing and sensitivity analysis
Statistical analysis was performed using SPSS 15.0. 
Data are presented as means with standard deviation 
(SD) and proportions where appropriate with exact 95% 
confidence intervals (CI). We calculated areas under the 
receiver-operating curves with 95% CI as estimates of the 
discriminatory ability of the scoring tool. Sensitivity and 
specificity of dichotomised scores at usual cut-off levels 
were calculated to guide the choice for a proper cut-off 
level. Likelihood ratios for individual scores were calculated 
to estimate the diagnostic information associated with each 
score. We refrained from statistical testing because of the 
exploratory nature of the study.

r e s U l t s

Characteristics and management of patients with acute 
upper gastrointestinal bleeding
A total of 103 patients with acute upper gastrointestinal 
bleeding were enrolled in this study. Table 2 outlines 
the demographic characteristics and outcomes for these 
patients. Eighty-one (79%) underwent endoscopy. A total 
of 11 patients (10.7%) suffered from rebleeding in the 

table 1. The Glasgow Blatchford bleeding scale

admission risk markers score value

Serum urea (mmol/l)

6.5 - 7.9 2

8.0 - 9.9 3

10.0 - 24.9 4

>24.9 6

Haemoglobulin for men (mmol/l)

7.5 - 8.1 1

6.2 - 7.4 3

<6.2 6

Haemoglobulin for women (mmol/l)

6.2 - 7.5 1

<6.2 6

Systolic blood pressure (mmHg)

100 - 109 1

90 - 99 2

<90 3

Other markers

Pulse ≥ 100/min 1

Presentation with melaena 1

Presentation with syncope 2

Hepatic disease 2

Cardiac failure 2
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follow-up period; also 11 patients (10.7%) died during the 
follow-up period. 
Table 3 shows the endoscopic findings of these patients. For 
11 patients (11%) it was not possible to calculate the GBS 
and HUPS scores because some of the haemodynamic 
or laboratory variables were missing. In 24 patients 
(23%) the Rockall score could not be calculated because 
endoscopy had not been performed. Table 4 shows the 
likelihood ratios for the different values of the GBS in 
the validation group of the original study population 
(Blatchford validation group) and in our patient group. 
Receiver-operating characteristic analysis showed very 
good discriminative ability with an area under the curve 
(AUC) of 0.94 (95% CI 0.90 - 0.98) (figure 1). 
Four patients (4%) had a GBS score of 0, while 17 (18%) 
of patients had a score below 2. In the 28-day follow-up 
period, none of these patients needed treatment. For a 
cut-off value of 0, sensitivity and specificity for the need of 
treatment were 100% (95% CI 95 to 100%) and 12% (95% 
CI 4 to 26%) respectively. With a cut-off value of 2 the 
sensitivity was still 100% (95% CI 95 to 100%), while the 
specificity increased to 51% (95% CI 35 to 67%).

Comparison of the three different risk scoring systems
Using the cut-off value of ≤2 points as suggested in the 
original study, the Rockall score classified 21 patients 
(26.6%) at low risk of needing treatment (figure 2). 
However, of these 21, four patients met the study definition 
of needing clinical intervention: three patients received 
blood transfusion and one patient needed an endoscopic 

table 2. Characteristics and management of the study 
population

Characteristics of patients total of patients 
(n=103)

Sex, n. (%) Men 51 (49.5)

Age (years), mean (SD) 65.7 (18.2)

Medication,  
n. (%)

Proton pump inhibitors 26 (25.2)

Carbasalate calcium 27 (26.2)

Non-steroidal anti- 
inflammatory drugs

11 (10.7)

Corticosteroids 5 (4.9)

Vitamin K antagonists 24 (23.7)

Clopidogrel 7 (6.9)

Low-molecular-weight 
heparin

2 (2.0)

H2 Blockers 4 (3.9)

Comorbidity, 
n. (%)

Cardiac failure 19 (18.4)

Cardiac ischaemia 22 (21.4)

Renal disease 9 (8.7)

Hepatic disease 15 (14.6%)

Disseminated malignancy 9 (8.7%)

Management

Admission,  
n. (%)

Yes 85 (82.5)

Hospital stay (days), median (range) 4.0 (1-50)

Endoscopy Inpatient 68 (60.0)

Outpatient 13 (12.6)

Time to endoscopy (hours), mean (SD) 17:22 (26:08)

Time between admission and endoscopy 
(hours), mean (SD)

14:08 (27:42)

Rebleeding, n (%) 11 (10.7)

Mortality, n (%) 11 (10.7)

table 3. Endoscopic findings*

no need for 
intervention 

(n=27)

need for 
intervention 

(n=54)

Normal, n. (%) 16 (61.5) 17 (30.9)

Oesophagitis, n. (%) 5 (19.2) 8 (14.5)

Gastric ulcer, n. (%) 4 (15.4) 8 (14.5)

Mallory-Weiss tear, n. (%) 4 (15.4) 1 (1.8)

Duodenal ulcer, n. (%) 1 (2.7) 6 (10.9)

Varices, n. (%) 0 12 (22.2)

Malignancy, n. (%) 0 3 (5.5)

Angiodysplastic lesion, n. (%) 0 3 (5.5)

Bulbitis/duodenitis, n. (%) 0 2 (3.7)

Watermelon stomach, n. (%) 0 1 (1.8)

Dieulafoye lesion, n. (%) 0 1 (1.8)

Portal gastropathy, n. (%) 0 1 (1.8)

Other, n. (%) 0 1 (1.8)

*some patients had more than one endoscopic finding.

table 4. Validation of the GBS score

risk 
score

blatchford validation group 
(n=197)5

our validation group (n=92)

total of 
patients, 

n.

inter-
vention 

needed, n 
(%)

lr total of 
patients, 

n. 

inter-
vention 

needed, n. 
(%)

lr

0 36 1    (2.8) 0.03 4 0 0.00

1 32 3    (9.4) 0.13 9 0 0.00

2 12 1    (8.3) 0.11 4 0 0.00

3 13 3    (23.1) 0.36 4 1    (25.0) 0.19

4 9 4    (44.4) 0.97 5 2    (20.0) 0.37

5 11 4    (36.4) 0.69 4 2    (50.0) 0.56

6 14 11  (78.6) 4.45 1 1    (100.0) ∞

7 13 10  (76.9) 4.04 8 5    (62.5) 0.93

8 13 10  (76.9) 4.04 8 4    (50.0) 0.56

9 4 4    
(100.0)

∞ 4 4    (100.0) ∞

10 6 5    (83.3) 6.07 7 6    (85.7) 3.36

11 13 12  (92.3) 14.56 7 7    (100.0) ∞

12 9 9    
(100.0)

∞ 8 8    (100.0) ∞

13 6 6    
(100.0)

∞ 5 5    (100.0) ∞

≥14 6 6    
(100.0)

∞ 14 14  (100.0) ∞

Total 197 89  (45.2) 92 59 (64.1)

lr = likelihood ratio.
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intervention. The HUPS score identified 14 patients 
(15.2%) with score 0. None of these patients needed 
intervention (figure 2). We compared the ROC curves of 
the three scoring systems for the patient group in which all 
three scores could be calculated. With an AUC of 0.94 (CI 
0.89 to 0.99), the GBS proved to be superior to the HUPS 
score and the complete Rockall score with AUCs of 0.85 (CI 
0.75 to 0.95) and 0.88 (CI 0.79 to 0.96)

d i s C U s s i o n

In this study we validated the Glasgow Blatchford bleeding 
scale in the setting of a Dutch university hospital. The GBS 
showed to have good discriminative ability to distinguish 
acute upper gastrointestinal bleeding patients who do and 
who do not need intervention in the ED. The area under the 
ROC curve was 0.94 (95% CI 0.90 - 0.98) which is similar 
to the AUC in the original validation group of Blatchford 
et al.: 0.92 (95% CI 0.88 to 0.95). Diagnostic information 
per individual GBS expressed as likelihood ratios showed 
roughly the same trend in the original validation group and 
in our study. However, it is evident that a much larger study 
will be needed to reliably estimate the likelihood ratios and 
make valid comparisons between groups.
The cut-off value between low or high risk of needing 
treatment was set at 0 in the original study.9 In this way 
a sensitivity of 98.9% was reached. In our group, 4% of 
patients had a score of zero with a sensitivity of 100%. 
Previous studies found a higher percentage of patients with 
a score of 0, ranging from 8 to 17%.15-17 Stanley et al. used 
the cut-off value of 0 and identified 123 patients (22%) as 
low risk and managed 84 (17%) of them as outpatients.15

In our study a higher cut-off value of 2 still had a 
sensitivity of 100%. Therefore, the 18% of the patients with 
this score could have been safely managed as outpatients. 
Previous studies also indicated that a cut-off value of 2 
should be safe. Stephens et al. used the combination GBS 
<2 and age younger than 70 years as a criterion, because 
they believed that it was not safe to treat the elderly as 

figure 1. ROC curves of the three different scoring systems
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outpatients. They found that this way 10% of their patients 
with acute upper gastrointestinal bleeding could be safely 
managed without hospital admittance.17 Srirajaskanthan et 

al. identified 64 patients (38.6%) who had a GBS score of 
<2, all of whom could be safely managed as outpatients.1 
The Rockall score was originally developed to predict the 
risk of death and rebleeding.12 To prevent such events it is 
clear that one should be able to identify those patients who 
need treatment. Therefore, in practical terms the Rockall 
score has the same purpose as the other two scoring 
instruments. Until now the HUPS score has not been 
externally validated. 
Our study shows that in our population, the discriminative 
ability of the GBS score was superior to the complete Rockall 
score and the HUPS score. Earlier reports also indicated that 
the GBS is better than the complete Rockall score.9,10,15,16 The 
inferior performance of the HUPS score can possibly be 
attributed to the fact that it is only considered to be useful in 
the absence of other major pathology.
There were several differences between our study and 
earlier studies in this field. Unlike other studies we did 
not exclude patients with bleeding varicose veins and 
patients without endoscopy in the follow-up. We did that 
because the purpose of the risk scoring tools is to support 
clinical decision making in the absence of endoscopic 
findings. We did not include patients who developed acute 
upper gastrointestinal bleeding while admitted to the 
hospital because they are not seen in the ED and are not 
representative of the acute upper gastrointestinal bleeding 
patients who come to the ED. Also, we used the 28-day 
mortality and rebleeding and not only in-hospital events 
because we also included patients who were primarily 
treated as outpatients.
A limitation of our study is the use of retrospective data 
collection from hospital files. We were therefore dependent 
on the completeness of the medical chart. It is possible 
that we missed some relevant information. For 11% of the 
patients we were not able to collect all the data that were 
needed to calculate the GBS and HUPS scores. However, 
the main limitation of the study is its small size. Before 
introduction of the GBS score for clinical purposes the 
study should be repeated in a much larger population and 
preferably with prospective data collection.
The GBS and HUPS scoring systems are unique because 
they do not require endoscopy, and therefore they can 
easily be used at the ED. With a cut-off value of 2, an 
appreciable number of patients can be identified for whom 
treatment as outpatients is preferable. This would result in 
a reduction of hospital days, more adequate and efficient 
patient care and lower healthcare costs. It is reassuring 
that, despite differences in the composition of patient 
populations, the GBS seems to perform equally well in the 
Netherlands as in its original validation study and other 
studies.

In conclusion, the GBS score appears to be a good predictor of 
the need for treatment in a Dutch ED population of patients 
with acute upper gastrointestinal bleeding. It was superior 
to the often used complete Rockall and HUPS scores. Larger 
studies are needed to substantiate the conclusions.
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a b s t r a C t

a patient with valproic acid induced hyperammonaemic 
encephalopathy is presented. during chronic treatment 
with valproic acid this patient developed a potentially 
life-threatening encephalopathy without signs of liver 
failure. after discontinuing the valproic acid the patient 
recovered completely. in the case of a patient presenting 
with hyperammonaemic encephalopathy, the possibility of 
the use of valproic acid should not be overlooked.

K e y W o r d s

Hyperammonemic encephalopathy, valproic acid

i n t r o d U C t i o n

We present a case with an unusual cause of 
hyperammonaemia without signs of liver failure. The 
patient presented with lethargy and apnoeas and was 
on chronic valproic acid therapy. After the valproic acid 
was discontinued, the patient recovered completely. Our 
diagnosis is a valproic acid induced hyperammonaemic 
encephalopathy (VHE). Hyperammonaemic encephalopathy 
is a relatively rare side effect of valproic acid therapy 
and most case reports describe hyperammonaemic 
encephalopathy after initiating valproic acid therapy. This 
case illustrates that life-threatening hyperammonaemic 
encephalopathy can occur in chronic therapy with valproic 
acid and without liver failure. If a patient presents with signs 
of encephalopathy and the use of valproic acid, the ammonia 
should be checked and valproic acid should be discontinued. 

C a s e  r e P o r t

A 57-year-old male was brought to the emergency 
department because of unconsciousness. His medical 
history revealed alcohol intoxication and epilepsy. The 
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epilepsy was due to intracranial surgery eight years ago 
because of a traumatic intracerebral haematoma. His list of 
medication showed the use of 400 mg carbamazepine twice 
daily and 1500 mg valproic acid three times daily. Because 
of the somnolence no further history could be obtained. No 
further information was available at that point. 
On physical examination the blood pressure was 97/62 
mmHg, temperature 35.1 °C, and the Glasgow Coma Scale 
was 13 (E3M6V4). He had a flapping tremor. Physical 
examination was otherwise unremarkable. CT scan of 
the cerebrum showed no new lesions. Laboratory tests 
revealed marked levels of g-glutamyl transferase (144 U/l, 
normal <45 U/l) and marked ammonia levels (132 mmol/l, 
normal 9 to 33 mmol/l), alcohol was undetectable. Other 
liver enzymes and parameters for synthesis function of the 
liver were in the normal range.

What was known on this topic?
Hyperammonaemic encephalopathy due to the 
chronic use of valproic acid in the absence of 
liver failure is relatively unknown and a serious 
complication of the use of valproic acid. There 
are several case reports on valproic acid induced 
hyperammonaemic encephalopathy (VHE) due to 
an acute overdose of valproic acid. There are only a 
few case reports on VHE due to the chronic use of 
valproic acid.1-3

What does this case add?
Hyperammonaemic encephalopathy is a rare and 
serious side effect of valproic acid and can occur 
without liver failure. Unlike most case reports this 
case of VHE occurred during chronic therapy with 
valproic acid. In the case of a patient taking valproic 
acid and presenting with encephalopathy, regardless 
of the duration of therapy, ammonia levels should be 
checked and the valproic acid should be discontinued.
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A metabolic encephalopathy was suspected. Because of the 
apnoeic episodes the patient was admitted to the intensive 
care unit for observation. He received oxygen, thiamine 
and lactulose. All antiepileptic drugs were discontinued. In 
the next six hours the patient regained full consciousness 
and his physical parameters were stable. Valproic acid 
levels were revealed to be toxic (168 mg/l, therapeutic range 
50 to 100 mg/l). 
After discontinuing the lactulose, the ammonia levels 
remained normal and stable. The patient recovered 
completely. An ultrasound of the abdomen and endoscopy 
showed no signs compatible with liver cirrhosis. Our 
diagnosis is a hyperammonaemic encephalopathy due 
to valproic acid, a phenomenon which is described in 
a number of case reports. The cause that led to the 
hyperammonaemic encephalopathy remains unrevealed. 
According to our patient he had taken his medication as 
prescribed and there had been no alterations in his diet. 

d i s C U s s i o n

In this case the patient presented with the clinical features 
of a metabolic encephalopathy, a hyperammonaemia 
without liver failure and a toxic level of valproic acid during 
the chronic use of valproic acid. After discontinuation 
of valproic acid, his symptoms were relieved and the 
ammonia and valproic acid levels returned to normal. 
This suggests a causal relationship between the 
hyperammonaemic encephalopathy and valproic acid. 
Hyperammonaemic encephalopathy due to the chronic 
use of valproic acid in the absence of liver failure is 
relatively unknown and a serious complication of the use 
of valproic acid. There are several case reports on VHE 
due to acute overdose of valproic acid, but only a few case 
reports on VHE due to the chronic use of valproic acid.1-3

C l i n i C a l  f e a t U r e s

Clinical features of VHE are mild to moderate lethargy, 
increased seizure frequency with progress to stupor 
and coma.4 In chronic valproic acid therapy onset can be 
insidious.1 Combination with other antiepileptic drugs 
such as carbamazepine can potentiate the toxic effect.4

H y P e r a M M o n a e M i C  e n C e P H a l o Pa t H y

Hyperammonaemic encephalopathy occurs in acute 
overdose and in chronic therapy with valproic acid and is 
not dose related.1,5 Asymptomatic hyperammonaemia is 
seen in 20 to 25% of the users of valproic acid.6 The daily 
dosage of valproic acid and the levels of valproic acid and 
ammonia are not related to the degree of encephalopathy.4

Several mechanisms for the development of 
hyper   ammo naemic encephalopathy in valproic acid therapy 
have been proposed. Changes in dietary protein intake may 
affect serum ammonia levels. Valproic acid stimulates the 
production of ammonia in the kidney.7 Valproic acid is partly 
metabolised in the liver by oxidation which produces active 
metabolites. These metabolites inhibit enzymes in the liver 
(mitochondrial carbamyl phosphate synthetase) necessary for 
ammonia elimination via the urea cycle.4 In chronic valproic 
acid therapy the amount of oxidation and the production of 
active metabolites increases.8 Additionally, chronic valproic 
acid therapy depletes carnitine, an essential substrate for 
the metabolisation of valproic acid. Depletion can result in a 
reduced capacity of the ammonia metabolism.4,9

Inborn errors in the urea cycle can also result in 
hyper ammonaemic encephalopathy. Ornithine-trans-
carbamylase (OTC) deficiency is the most common inherited 
urea cycle disorder and is X-linked. Affected men usually 
die young due to an impaired ammonia metabolism. 
Heterozygote women can be asymptomatic and valproic acid 
may induce a symptomatic hyper ammonia.1,10,11

In our patient we found an OTC deficiency very unlikely 
and did not evaluate this, since he had taken valproic acid 
for a long time without symptomatic hyperammonia. 
In addition affected men with an OTC deficiency 
seldom present at this age. In women presenting with a 
hyperammonia, however, one should rule out an OTC 
deficiency. A low clearance of citrulline in urine or an 
allopurinol test can be of diagnostic use.10,11

The pathogenesis of encephalopathy due to 
hyperammonaemia in valproic acid therapy remains 
unrevealed. It is suggested that due to high cerebral levels 
of ammonia, production of glutamine increases and 
glutamine excretion is inhibited in the astrocytes, what 
leads to the swelling of astrocytes and cerebral oedema.4,12 
Also, increase in the activation of gamma-aminobutyric 
acid (GABA) by ammonia induces somnolence.4,9

C a s e  r e P o r t s

We found five cases of long-term treatment with valproic 
acid and the development of hyperammonaemic 
encephalopathy.1,2,3,12,13 All five cases report altered mental 
status, stupor or lethargy due to hyperammonaemia and 
without signs of liver failure. Duration of valproic acid 
therapy varied from 3 to 11 years. In three of the five cases 
there was concomitant use of antiepileptic drugs. The 
ammonia levels measured ranged from 83 to 377 mmol/l, 
valproic acid levels were within the therapeutic range 
in all cases, ranging from 48 to 101 mg/ml. Symptoms 
were relieved after discontinuing valproic acid and 
prescribing lactulose. In one case report L-carnitine 
was supplemented.13 The immediate cause of the VHE 
remained unrevealed in all five cases. 
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Our findings are consistent with the cases described 
above. Only we found a toxic level of valproic acid. The 
time of ingestion of the valproic acid is unknown in our 
case. The level measured could have been a peak level 
after ingestion (1 to 4 hours). We suggest that the cause of 
VHE is multifactorial, as is outlined above: due to change 
in dietary protein intake, increase in active metabolites in 
chronic valproic acid therapy and the combination of other 
antiepileptic drugs. Also non-adherence of the patient 
remains a possibility. 

C o n C l U s i o n

Hyperammonaemic encephalopathy is a rare and serious 
side effect of valproic acid and can occur without liver 
failure. Unlike most case reports this case of VHE occurred 
during chronic therapy with valproic acid. The cause 
remains unclear, though we suggest that the combination 
of risk factors might have potentiated the risk of VHE. In 
the case of a patient taking valproic acid and presenting 
with encephalopathy, regardless of the duration of therapy, 
ammonia levels should be checked and the valproic acid 
should be discontinued.
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a b s t r a C t

Congestion with prolonged stay in the emergency 
department (ed) is associated with poor health outcomes. 
Many factors contribute to ed congestion.
this study investigates the length of time spent in the 
ed (time to completion) and the factors contributing to 
prolonged stay in an academic ed. data of ed patients 
were prospectively collected during four weeks in february 
2010. Presentation time, referrer, discharge destination, 
and medical specialities involved were registered in 2510 
patients. additional detailed data about relevant time steps 
were collected from 66 patients in the triage category 
emergency severity index (esi) 3. the Pearson’s chi-square 
test and the Mann-Whitney test were used for statistical 
analysis. 
time to completion was longer than four hours in 13% of 
patients (average in total population 2:23 hours). in esi 
3 patients, 24% stayed longer than four hours in the ed 
(p<0.001). internal medicine had most patients exceeding 
the four-hour target (37%), followed by neurology (29%). 
Undergoing a Ct scan, treatment by multiple specialities, 
age above 65 years and hospital admission were associated 
with exceeding the four-hour target (p<0.001). the 
elapsed time between receiving test results and admission/
discharge also influenced the completion time (p<0.001). 
a significant percentage of vulnerable and ill patients with 
triage category esi 3 exceeded the four-hour completion 
time in our ed. absence of coordination of care when 
multiple specialists were involved and delay in the process 
of decision-making after completion of all diagnostics 
on the ed were among other factors responsible for this 
prolonged stay. improving the coordination of care will, 
in our opinion, speed up the decision-making process and 
lead to shortening of completion times in many patients.

s P e C i a l  a r t i C l e

analysing completion times in an academic 
emergency department: coordination of care is 

the weakest link
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i n t r o d U C t i o n

In the past, increased congestion with long waiting times 
in emergency departments (EDs) in the United Kingdom 
(UK) was frequently noticed.1 With the aim of reducing 
this congestion, the National Health Service in the UK set 
a target which prescribed that all patients presenting at the 
ED should be examined, treated, admitted or discharged 
(time to completion) in less than four hours.2 This resulted 
in a tremendous improvement in the time to completion. 
Although congestion with long waiting times is frequently 
noticed in some EDs in the Netherlands, no target for time 
to completion is defined or enforced. In our opinion, it is 
preferable to keep the length of stay at the ED short, in 
order to transfer patients to a stable and a safe environment 
as soon as possible. It has been demonstrated that the 
length of stay at the ED is associated with high risk of 
morbidity and mortality, preventable medical errors, poor 
pain control, longer hospital stay and decreased patient 
satisfaction.3-12 At the VU University Medical Centre 
(VUmc) Amsterdam, an academic tertiary care centre, it 
was noticed that in the past years the time to completion 
exceeded four hours in many patients. However, reasons 
for these delays were unclear and the exact percentage of 
patients spending more than four hours in the ED was 
unknown. 
Therefore, in November 2009 we started a project to 
analyse ED congestion. The primary goal of this study 
was to measure the time to completion of the patients 



393

S e p t e m b e r  2 0 1 1 ,  v o l .  6 9 ,  n o  9

Vegting et al. Completion times in an academic emergency department.

presenting at the ED and to detect which factors and 
processes contribute to a longer completion time. A 
secondary goal of the project was to indentify methods to 
improve the time to completion and prevent excesses.

M e t H o d s

The study was performed at the VU University Medical 
Centre, an academic, urban, Level I trauma centre. There 
are approximately 35,000 ED visits per year of which 65% 
are patients who presented themselves without a referral. 
These patients are first seen by the emergency physicians. 
Referred patients are seen by the residents of various 
specialities under supervision of a specialist. One qualified 
emergency physician, four emergency medicine trainees 
and six non-trainee doctors worked at the ED during 
the study. The trainees and non-trainees were either 
supervised by an emergency physician or a senior surgeon. 
During four weeks in February 2010, data were collected 
from all patients presenting at the ED. A computer 
system called ‘Medical Office Data’ was used to extract 
data including: the moment of presentation/registration, 
referrer, discharge destination, and the main medical 
speciality involved in the care of the patient. Triage level 
and discharge time were obtained by paper forms filled out 
by nurses for all patients. 
In addition, a researcher followed a selected group of 
patients to collect more detailed data about relevant 
timestamps in the ED process, which were not registered 
in the Medical Office programme. These data included the 
moment a doctor visited the patient, the moment blood or 
urine samples were taken, the moment laboratory results 
were received at the ED, and the moment a patient was 
picked up and brought back from an imaging study. 

The Boston triage system (ESI) was used in the ED to 
indentify patients from ESI level 1 (highest acuteness) to ESI 
level 5 (lowest acuteness).13 The researcher followed patients 
with triage category Emergency Severity Index 3 on weekdays 
from approximately 12.00 hours until 20.00 hours, because 
earlier data showed that this was the busiest time of the day, 
and that ESI 3 patients had longer completion times. This 
additional data collection lasted three weeks in February 
2010 and provided a subgroup of 66 patients.

d e f i n i t i o n s

door-to-doctor time
We defined door-to-doctor time as the time that elapsed 
between registration and the first visit of a physician. 
Triage and the waiting time for a doctor are part of the 
door-to-doctor time.

diagnostic tests
To get some insight into the role of diagnostic tests in the 
length of the ED stay, we divided the total time spent at the 
ED in three subprocesses.

• Prediagnostic tests: Time from arrival at the ED until 
the first request for a diagnostic test. For example: 
taking a blood sample and sending it to the laboratory, 
a request for an X-ray or CT scan, or a request for any 
other kind of diagnostic test. 

• Diagnostic tests: Time between the request for the first 
diagnostic test until the results of the last diagnostic 
test are available. This also includes waiting times 
between different diagnostic tests. 

• Time after diagnostic tests: Time from the last result of 
the diagnostic tests until discharge. 

P r i M a r y  d a t a  a n a l y s i s

The patients were split into two groups: the patients who 
had a time to completion of shorter than four hours and 
the patients who spent longer than four hours at the ED. 
In addition, factors and processes that contributed to a 
longer time to completion were identified. For categorical 
factors, such as triage category and medical speciality, 
contingency tables were used. In every contingency table 
this division of patients is set against a categorical patient 
factor. For statistical analysis, the Pearson’s chi-square 
test was used. If the p value was smaller than 0.05, the 
null hypothesis was rejected. For subprocesses, such as 
door-to-doctor time, the time intervals were analysed. To 
calculate the time interval of a process, the data of the 
followed subgroup (n=66) were mainly used for these 
analyses. The time intervals of various processes were 
compared between patients who exceeded the four-hour 
target and the patients whose completion time was within 
four hours. The Mann-Whitney test was used for statistical 
analysis of these processes. 

r e s U l t s

time to completion (n=2510)
In February 2010, 84% of the patients had a time to 
completion of less than four hours. Another 13% of the 
patients had a time to completion longer than four hours. 
Completion time data were not available for the remaining 
3% of the patients. The average time to completion was 
2:23 hours, the median was 2:01 hours. Figure 1 depicts 
the distribution of the time to completion. The largest 
group of patients had a completion time between one and 
two hours, while the longest measured time to completion 
exceeded 13 hours.
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arrival pattern (n=2444)
Most patients in the ED arrived between 09.00 and 
22.00 hours (figure 2). No association was demonstrated 
between the arrival time of a patient and the four-hour 
target, p=0.49. No difference was found in exceeding the 
four-hour target between ED visits on week or weekend 
days as shown in figure 3, p=0.19.

triage (n=2437)
Most patients (45%) were categorised as ESI 4, followed by 
ESI 3 (39%), as illustrated in figure 4. A large percentage 
of ESI 1, ESI 2, and ESI 3 patients did not achieve the 
four-hour target (22%, 19%, and 24%) compared with 
the patients categorised as ESI 4 or ESI 5 (5% and 1%). 
There was a dependency between the triage level and the 
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figure 1. Distribution completion time; n = 2444
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figure 2. Barplot arrival pattern of ED patients with 
a completion time within four hours (dark) and ED 
patients with a completion time exceeding four hours 
(light); n = 2444
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figure 3. Realisation of the four-hour target per day of 
the week; n = 2444
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figure 4. Barplot triage levels of ED patients with 
a completion time within four hours (dark) and ED 
patients with a completion time exceeding four hours 
(light); n = 2437
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realisation of the four-hour target, p<0.001. In absolute 
numbers, most patients who had a time to completion 
longer than four hours were ESI 3 patients.

door-to-doctor time (n=66)
The average door-to-doctor time was 48 minutes. Half 
of the patients of the followed group had to wait less 
than 41 minutes for a doctor, as depicted in figure 5. The 
door-to-doctor time was not significantly different between 
patients who did or did not exceed the four-hour target, 
p=0.37. 

diagnostic tests (n=66)
The durations of the above-mentioned subprocesses were 
analysed for the subgroup, and are illustrated in figure 7. For 
15 of the 66 followed patients, the division in subprocesses 
could not be made because no diagnostic tests were 
performed or data were incomplete.
From the three defined subprocesses, the duration 
of prediagnostic tests is the shortest, and the time after 
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figure 5. Boxplots of the door to doctor time for 
all patients (n=66) (left), and the patients with a 
completion time exceeding (n=15) and within four hours 
separately (n=51) (right). The bold line in the box of 
a boxplot represents the 50% percentile (the median). 
The top of the box represents the 75% percentile and the 
bottom of the box the 25% percentile
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figure 7. Boxplots of the durations of the sub-processes 
pre diagnostic tests, diagnostic tests and time after 
diagnostic tests for the patients with a completion time 
exceeding four hours (n=14) and within four hours (n 
=37)
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figure 6. Number of specialties involved in the care at 
the ED and realisation of the four-hour target; n = 2444
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Medical speciality (n=2144)
Most patients were treated by the emergency physicians 
and 5% of this group had a time to completion longer than 
four hours. In absolute number and percentage, internal 
medicine had the most patients exceeding the four-hour 
target (37%), in percentage followed by neurology (29%) 
and surgery (28%). There is a dependency between the 
medical speciality and meeting the four-hour target, 
p<0.001.

number of specialities involved (n=2444)
If multiple specialists were involved in the care, patients 
were more likely to exceed the four-hour target than 
patients who were treated by only one speciality, p<0.05. 
This is shown in figure 6.
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diagnostic tests is the longest. The medians of the durations 
of the three subprocesses for all followed patients are 24, 
62 and 78 minutes, respectively
For prediagnostic tests, there is no significant difference 
in the duration for patients who do and do not exceed the 
target, p=0.23. For the other two subprocesses there is a 
significant difference in the durations for patients who 
do and do not exceed the target, p<0.001 and p=0.002, 
indicating that durations of these subprocesses influence 
the realization of the four-hour target.
Almost half of the patients at the ED (45%) underwent an 
X-ray, and 10% of the patients underwent a CT scan. The 
percentage of patients exceeding the four-hour target is 
almost the same for patients with and without an X-ray 
(11% and 16%). However, there is a dependency between 
undergoing a CT scan and exceeding the four-hour target, 
p<0.001. 

discharge destination (n=2421)
The largest group of patients is discharged home, with or 
without further treatment from their general practitioner 
or at an outpatient department (OPD), as depicted in 
figure 8. From all patients, 18% were admitted to the VUmc 
and 3% were transferred to another hospital for admission. 
In patients who were admitted to the VUmc or another 
hospital, a larger percentage exceeded the four-hour target 
than patients who were discharged home, p<0.001.

age (n=2444)
Compared with the rest, a significantly larger percentage 
of patients older than 65 years tended to stay in the ED for 
more than four hours (figure 9, p<0.001). 
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figure 9. Realization of the four-hour target per age 
category (n = 2444)
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figure 8. Barplot of five main discharge destinations of 
ED patients with a completion time within four hours 
(dark) and ED patients with a completion time exceeding 
four hours (light); (n = 2421)
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d i s C U s s i o n

We demonstrated that 13% of the patients who presented at 
our ED had a time to completion longer than four hours. 
However, for patients categorised as ESI 3, this number 
was 24%. In addition, among the patients treated by 
internal medicine and neurology departments, 37% and 
29% had a time to completion of more than four hours, 
respectively. Patients aged above 65 years, consultation of 
multiple specialities on the ED, ESI 3 category and usage 
of diagnostic tests such as a CT scan were also associated 
with a higher risk of exceeding the four-hour target. These 
patients are vulnerable to develop complications during a 
longer ED stay and therefore in need of effective and timely 
treatment strategy.

In the UK the four-hour target was introduced to ensure 
that patients do not wait too long in the ED from arrival 
to admission or discharge.14 In 2004, it was decided that 
90% of the patients presenting to the ED should achieve 
this target. This target was raised to 98% in 2005 leading 
to a dramatic improvement in the congestion at the EDs. 
However, a spike in discharge or admission of patients 
during the last 20 minutes of the four hours was noticed, 
demonstrating that achieving the target had probably 
become a goal itself.2 A later study showed that this spike 
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was still present and even larger than in 2004.15 After a 
heated debate the UK government decided to replace the 
four-hour target with a more balanced list of performance 
indicators with the aim of reducing the ED congestion and 
improving the acute care. Although some studies did not 
demonstrate beneficial effects on the quality of care with 
the strict enforcement of the target16 other studies have 
clearly shown that delays at the ED are associated with a 
worse prognosis and less patient satisfaction.17,18 Therefore, 
total time spent on the ED remains one of the indicators 
of quality of care in the UK.19 However, modern practice 
involves more investigations such as CT scans and more 
early treatments. As a result a few patients may benefit 
from a longer period of active treatment in the ED. There 
is a distinction to be made between unnecessary waiting 
and active treatment. Therefore, timelines will always 
remain an important element of any balanced approach 
to the quality of care. Frequently used measures in the 
UK to reduce the waiting times in the ED are additional 
senior doctor hours, creation of a four-hour monitor 
role, improved access to emergency beds or additional 
hours for nonclinical staff, junior doctors and nurses. 
No particular individual measure has been found to 
be the most important factor; rather it is the number 
of measures and the amount of effort which leads to 
improvement of the waiting time spent on the emergency 
department.20 Bucheli et al. concluded that additional 
physicians significantly reduced the length of stay of 
medical emergency department patients.21 
In our study, although completion time of 84% seems 
satisfactory, most of the patients who stayed longer than 
four hours in the ED were old and vulnerable patients 
belonging to the ESI 3 category. In addition, there were 
patients who stayed much longer than the expected four 
hours. Consecutive consultations by different specialists, 
in patients with complex pathology, was one of the main 
reasons for these extreme delays. In our study it was 
evident that when a patient is treated by more than 
two specialities the chance of exceeding the four-hour 
target was high. The different specialities tended to work 
individually and not as a team. With the involvement of 
multiple specialities the coordination of care was lacking. 
Therefore, in our opinion different specialities should 
work as team and see these patients together rather than 
examining/treating these patients consecutively. We are in 
the process of introducing ‘assessment teams’ consisting 
of emergency physicians, internists, surgeons and a 
neurologist who will see a patient together with the aim of 
formulating a diagnostic/treatment plan. Internists or the 
emergency physicians will coordinate these assessment 
teams. 

We also analysed a few subprocesses in our ED to discover 
which processes contributed most to a longer time to 
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completion. One of the main findings of this subgroup 
analysis was that the elapsed time between receiving all 
diagnostic results and admission/discharge had the biggest 
influence on the time to completion. In our opinion this is 
probably due to the delay in decision-making, although this 
was not tested in our study.
In our opinion, one of the possible causes for this delay 
in decision-making is that junior doctors treat most of 
the patients and need time to consult the case with their 
supervisors. Furthermore, the junior doctor sometimes 
has to wait before he can proceed because the supervisor is 
busy with multiple patients. In addition, especially during 
the night, the junior doctors tend to collect patients before 
phoning the specialist for advice, so that the specialist 
would not be disturbed too many times during sleep. 
Another reason for delay is that it takes time before test 
results are available, or because the doctor was not aware 
of the fact that the diagnostic tests have already been 
performed. 
For patients admitted to the hospital, the time after 

diagnostic tests is even longer than for patients who 
are discharged home. This is probably caused by the 
limited availability of hospital beds which leads to a 
time-consuming search for a bed or transfers to other 
hospitals. Creating an acute medical unit (AMU), 
observation beds or more inpatient beds may solve this 
problem.22,23 Not all AMUs will achieve the same results 
but numerous studies have shown beneficial effects on 
length of stay, mortality, readmission rates and lower costs 
per admission when an AMU is well run.24 At present 
there is no AMU at the VUmc but we are planning to open 
an acute medical unit within a few months.

After the results were known, several measures were 
introduced in our department to shorten the length of stay 
on the ED for patients. The measures mainly focussed on 
improving supervision and coordination. We are in the 
process of increasing the number of emergency physicians 
to cover all the shifts 24/7. The working hours of senior 
doctors in the internal medicine and surgery department 
on the emergency room have been adjusted to cover the 
busiest moments at the ED (12.00 hours to 22.00 hours). 
A study in the UK showed that presence of a consultant 
might have positive effects on the patient length of stay 
and decision-making.25 For this reason, a coordinating 
physician has been appointed 24/7 and regular time out 
moments have been created five times a day. During these 
time outs the head nurse and coordinating physician 
analyse if queuing or any other logistical problem occurs 
and if necessary measures are taken to solve these 
problems as soon as possible. Furthermore, preferential 
service levels have been agreed with the radiology and 
other departments. Cases with time to completion of 
more than four hours are discussed on a regular basis and 
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structural problems are solved when possible. The number 
of emergency physicians will be extended in the coming 
months with the aim of having an emergency physician in 
the ED during all the shifts. Another strategy to improve 
health outcomes of acute patients is to start treatment as 
soon as possible in the ED, for example: administration of 
antibiotics.26 Steps have already been taken to implement 
these measures in our ED. We are planning to investigate 
the results of all these measures in a following study.

s t U d y  l i M i t a t i o n s

The period used to collect data covered only four weeks. 
This means that seasonal influences which can alter the 
patient population in the ED have not been accounted 
for. Furthermore, the subgroup analysis is based on a 
small group of 66 patients. The reason for this relatively 
small group is that it is time consuming to record all steps 
in the processes on the ED due to lack of an electronic 
tracking system. This is a single-centre study, which 
can influence results due to regional practice variation 
or because of the chance that a specific doctor is absent 
during the study period. However, we do not think this was 
a problem since this is a large hospital with a wide variety 
of specialities and many specialists. No specific speciality 
was under-represented during the study. 

C o n C l U s i o n

In this cross-sectional study we demonstrated that a 
significant percentage of vulnerable and ill patients tend 
to exceed the four hours spent in our ED. The lack of 
coordination of care in vulnerable patients contributed 
most to this stagnation. Improving the coordination of 
care will in our opinion lead to significant reduction in 
ED queuing.
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A 31-year-old woman of Turkish origin was referred 
because of hypercalcaemia. She had experienced myalgia 
and bone pain for years. She further experienced 
progressive fatigue, poor memory and general muscle 
weakness. Six months before presentation, she had 
been diagnosed with vitamin D deficiency, for which 
supplementation was started. Her symptoms did not 
improve. Medical consultation during a holiday in Turkey 
yielded hypercalcaemia. 
At physical examination she was obese and walked with 
difficulty. There were no signs of arthritis and motion of 
the hips was not limited. Laboratory evaluation revealed 
an albumin-corrected calcium of 3.07 mmol/l (URL 2.65), 
parathyroid hormone (PTH) 100 pmol/l (URL 6.5), 25 OH 
vitamin D3 18 nmol/l (LRL 35), 1,25 (OH)2-vitamin D3 429 
pmol/l (URL 150) and creatinine 50 mmol/l (N 50-90). 
The alphacalcidol was stopped at presentation because of 
hypercalcaemia.
The source for PTH hypersecretion was identified as a 3 
cm tumour of the left lower parathyroid by tetraphosmin 
scintigraphy. A pelvic X-ray (figure 1) showed a large lytic 
lesion of the right acetabulum extending into the ilium and 

P H o t o  Q U i Z

Multiple osteolytic bone lesions 
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figure 1. Pelvic X-ray with multiple lytic lesions in the 
right and left ilium

figure 2. Bone scintigraphy showing focal lesions and 
signs of metabolic bone disease

ischium at high risk of fracture; more lytic lesions were 
present in the right and left ilium. Trabeculae were clearly 
visible in the neck of both femurs. The bone scintigraphy 
(figure 2) showed multiple focal lesions and accumulation 
at the skull, costochondral joints and the cortex of the long 
bones. 

W H a t  i s  y o U r  d i a G n o s i s ?

See page 403 for the answer to this photo quiz.
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A 37-year-old Philippine sailor with an unremarkable 
medical history visited the outpatient clinic of the 
Havenziekenhuis in Rotterdam. The patient initially 
noticed nodules in his face which spread over his body in 
a period of two weeks. He had also noticed a larger skin 
lesion with decreased sensitivity and paresthesia on his 
right elbow. In the past few months he had been travelling 
to India and South Africa. 

Clinical examination showed a generalised papulo-nodular 
eruption (figure 1a). The diameter of the lesions varied 
between 0.5 and 5.0 cm. On the right elbow and lower arm 
there was a larger erythematous plaque-like skin lesion 
with numbness and central hypopigmentation (figure 1b). 

Laboratory tests revealed signs of intravascular haemolysis. 
Direct antiglobulin test and test for enzymatic erythrocyte 
disorders were negative. Skin biopsies showed a 
granulomatous inflammatory process, with a clear zone 
near the epidermis (figure 2a). Additional Ziehl-Neelsen 
and Wade-Fite staining (figure 2b) revealed the presence of 
numerous acid-fast bacilli.

W H a t  i s  y o U r  d i a G n o s i s ?

See page 404 for the answer to this photo quiz.

P H o t o  Q U i Z

a tropical disease characterised by rapidly 
progressive skin lesions and haemolytic 

anaemia
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figure 1. Clinical features. A) Generalised papulo-nodular 
eruption, ventral view of the trunk; B) Erythematous and 
infiltrated plaque with central hypopigmentation at the 
right elbow

a b

figure 2. Histopathology figures. A) Section from 
skin biopsy, showing a granulomatous inflammation 
process and a clear zone near the epidermis (original 
magnification x4); B) Wade-Fite stain revealing numerous 
acid-fast bacilli (original magnification x100)

a b
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A 71-year-old woman was referred to the neurology 
department with unilateral sensibility loss of the face, 
which had developed over several days. Her medical history 
included arteritis temporalis and multiple myeloma, with 
an IgA-Lambda M-protein level of 49 g/l at onset, one 
year before presentation. The patient was treated with 
melphalan, thalidomide and prednisolone, and she was in 
complete remission five months before presentation. 
Physical examination revealed a subjective sensibility 
loss of the face, without other abnormalities. Laboratory 
investigations showed no abnormalities in kidney function, 
liver enzymes, electrolytes or inflammatory markers. No 
M-protein was detected. Magnetic resonance imaging 
of the brain and spine revealed a mass close to the left 
nervus trigeminus, suggestive for a schwannoma or 
a meningeoma. However, the patient showed a rapid 
deterioration of her neurological condition, with the onset 
of dysphagia and a paresis of the right foot. Because of this 
symptomatology, analysis of the cerebrospinal fluid (CSF) 
was performed (figure 1).

P H o t o  Q U i Z

facial numbness as a symptom of  
a systemic disease
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figure 1. Cerebrospinal fluid showing abnormal cells 

W H a t  i s  y o U r  d i a G n o s i s ?

See page 405 for the answer to this photo quiz.
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A 44-year-old man presented to the emergency department 
with a four-day history of dyspnoea, productive cough and 
haemoptysis. His past medical history was significant 
for asthma, smoking, and chronic alcohol abuse. 
Two weeks prior to presentation he had an episode of 
protracted vomiting, followed by a fall, head contusion and 
subsequent transient loss of consciousness. 
The patient appeared neglected, with moderate respiratory 
distress. He was conscious and afebrile, with a respiratory 
rate of 32 breaths/min, a pulse rate of 120 beats/min, and 
blood pressure of 58/44 mmHg. Pulse oximetry showed an 
oxygen saturation of 96% at room air. Chest examination 
revealed reduced air entrance to both lungs, with rhonchi 
heard at the right lung base. Significant laboratory findings 
were a white blood cell count of 19,000 cells/ml with 93% 
neutrophils, haemoglobin level 11.6 g/dl, platelet count 217 
platelets/ml, serum creatinine level 335 mmol/l, sodium 131 
mmol/l, albumin 28 g/l and C-reactive protein 60 mg/dl 
(normal values 0 to 1). Liver-associated enzyme levels were 
normal. Blood gases showed pH of 7.26 with PCO2 49 
mmHg and HCO3 21 mmol/l. 
Antero-posterior chest X-ray (figure 1) and chest computed 
tomography (figure 2) showed diffuse bilateral infiltrates 
in both lung bases with a 6 cm cavitation in the upper 
segment of the right lower lobe. 

W H a t  i s  y o U r  d i a G n o s i s ?

See page 406 for the answer to this photo quiz.

P H o t o  Q U i Z

a 44-year-old man with cavitary pneumonia 
and shock 
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figure 1. Chest X-ray of a 44-year-old man with 
haemoptysis and respiratory distress 

figure 2. High resolution computed tomography 
imaging of the chest of a 44-year-old man with 
haemoptysis and respiratory distress 
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The combination of hyperparathyroidism and lytic 
bone lesions raised suspicion of a brown tumour as a 
consequence of hyperparathyroidism caused by parathyroid 
adenoma. The initial vitamin D deficiency might have 
aggravated the hyperparathyroidism. The parathyroid 
adenoma was surgically removed, resulting in normal 
PTH levels. A biopsy of the acetabulum lesion confirmed 
the diagnosis of a brown tumour. In the course of months 
remineralisation of the bone lesions occurred. 
The primary treatment of brown tumours consists of 
resolving the hyperparathyroidism. Surgical treatment of 
the bone lesions is only indicated in cases of (high risk for) 
fracturing.1 
Although clinical features can be highly suggestive for 
brown tumours, histological evidence is indispensable to 
rule out malignancy. Histologically, brown tumours are 
characterised by increased numbers of osteoclasts, cyst 
formation, signs of increased bone turnover and fibrosis. 
The chaotic bone matrix does often result in focal necrosis 
and microfractures. Haemosiderin deposits because of 
bleeding give these tumours their characteristic brown 
colour.2,3 
Brown tumours are a late feature of osteitis fibrosa 
cystica. Osteitis fibrosa cystica develops as a consequence 

a n s W e r  t o  P H o t o  Q U i Z  ( P a G e  3 9 9 )

M U l t i P l e  o s t e o l y t i C  b o n e  l e s i o n s

of a disturbed balance between bone formation and 
degradation due to exposure to high PTH levels. It is 
radiologically characterised by multiple lytic bone lesions, 
subperiostal resorption of the distal phalanxes and 
clavicles, absence of the lamina dura of the teeth, focal 
demineralisation of the skull and low bone density.3

On bone scintigraphy focal areas of accumulation can be 
accompanied by features of metabolic bone disease, such 
as excessive activity of the skull, the costochondral joints 
(rosary sign) and the cortex of the long bones (tramline 
phenomenon).4
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A diagnosis of borderline lepromatous leprosy, also 
known as a type of multibacillary leprosy, was made. The 
diagnosis was confirmed by a leprosy-specific PCR, using 
Mycobacterium leprae specific repetitive element (RLEP). 
An ELISA for specific M. leprae anti-phenoclic glycolipid-1 
(anti-PGL-1) was also positive. 

d i s C U s s i o n

Leprosy, caused by infection with M. leprae, is an ancient 
disease with a broad clinical spectrum which involves 
skin and peripheral nerves.1 The specific host cellular 
immune response is responsible for its clinical disease 
manifestations. As a consequence of an impaired 
cellular immunity in the lepromatous type of leprosy, 
the leprosy bacteria can proliferate and infiltrate the 
tissues without restraint. The plaque-like lesion near 
the elbow is considered an immune area with signs of 
localised T-cell-mediated immune reaction, also known 
as an upgrade in the lepromatous spectrum towards the 
tuberculoid pole.2 

Leprosy may also present with systemic features such as 
haemolytic anaemia, probably as a reaction to extensive 
infiltration with M. leprae. Haemolytic anaemia is a 
well-known complication of treatment with dapsone due 
to its oxidative stress effect on erythrocytes.3 In contrast, 
our patient had not received prior treatment with dapsone. 
Additional tests revealed no other clue for the haemolysis 
than systemic reaction to massive infiltration with  

a n s W e r  t o  P H o t o  Q U i Z  ( P a G e  4 0 0 )

a  t r o P i C a l  d i s e a s e  C H a r a C t e r i s e d  b y  r a P i d l y  P r o G r e s s i V e  s K i n  l e s i o n s  a n d 

H a e M o l y t i C  a n a e M i a

M. leprae. When multidrug treatment (MDT) for leprosy 
was initiated, which includes treatment with dapsone, 
frequent laboratory tests were performed to monitor 
progression of haemolysis. Fortunately, haemolysis did not 
worsen by treatment with dapsone.

Since the introduction of MDT for leprosy, the 
worldwide prevalence has decreased considerably.1 
Due to unfamiliarity with the disease in non-endemic 
industrialised countries, the diagnosis of leprosy is 
often not considered which may result in a significant 
delay in starting the appropriate treatment aiming at 
preventing permanent nerve damage and disability.1,4 In 
the Netherlands it will take on average six years from the 
start of the first disease symptoms to administration of 
MDT.4 Early case detection and MDT are of paramount 
importance to improve the clinical outcome of leprosy and 
are also key elements in the elimination of leprosy as a 
public health problem.
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Analysis of the CSF showed atypical plasma cells suggestive 
for the diagnosis multiple myeloma (MM) with involvement 
of the central nervous system (CNS). Additional flow 
cytometric analysis of the CSF revealed a monoclonal 
plasma cell population with a strong expression of CD38 
and cytoplasmic IgA-Lambda (figure 2), which confirmed 
the diagnosis mentioned above. 
MM is characterised by the presence of monoclonal 
proliferating plasma cells, usually restricted to the bone 
marrow. The current treatment and prognosis of this disease 
have improved due to the introduction of a novel generation 
of drugs. These drugs are combined with more traditional 
chemotherapy and in younger patients possibly autologous 
stem cell transplantation.1 CNS involvement of MM is a rare 
complication with an estimated incidence of approximately 
1%.2 It is defined by the presence of monoclonal plasma 
cells in the CSF. Evidence of monoclonality is mandatory, 
as plasma cells can be seen in several infectious and 
non-infectious conditions. The exact aetiology remains 
unknown. Several hypotheses are 1) direct continuous 
spread of osteolytic skull lesions; 2) haematogenous spread 
of plasma cells seen in plasma cell leukemia, or the 
spread of lymphoid cells, progenitors of plasma cells; and 
3) continuous growth of plasma cells in the CNS during 
the course and treatment of MM, while the drugs used 

a n s W e r  t o  P H o t o  Q U i Z  ( P a G e  4 0 1 )

f a C i a l  n U M b n e s s  a s  a  s y M P t o M  o f  a  s y s t e M i C  d i s e a s e

in MM cannot pass the blood-brain barrier.3 The clinical 
presentation covers a diffuse array of neurological symptoms 
and signs. Treatment options include combinations of 
systemic chemotherapy, intrathecal chemotherapy and 
cranial irradiation. Autologous stem cell transplantation 
can be considered when the patient is in a good clinical 
condition. Despite treatment, CNS involvement of MM has 
a poor prognosis with a median survival of two months.3,4 
Our patient started intrathecal chemotherapy (cytarabin); 
however, the neurological symptoms worsened rapidly and 
she died three weeks after the diagnosis was made. 
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figure 2. Immuno-flow cytometric analysis of CSF showing strong expression of CD38 and cytoplasmic expression 
of Ig light chains Lambda (CyLambda) (left figure) and IgA (CyIgA) (right figure) by the monoclonal plasma cells 
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Cavitary pneumonia and septic shock caused by 
Pseudomonas aeruginosa.

Anteroposterior chest X-ray and chest computed 
tomography at presentation showed diffuse alveolar 
infiltrates with a large cavitary lesion in the right lower 
lobe. In view of the uncertainty of the diagnosis and 
the patient’s clinical condition, intravenous ceftriaxone, 
azithromycin and metronidazole were administered. Soon 
after, intubation and mechanical ventilation were instituted 
due to respiratory failure and shock and the patient was 
admitted to the intensive care unit. Despite intensive 
antibiotic and supportive treatment, multi-organ failure 
supervened and the patient died within two days of 
admission. Pseudomonas aeruginosa was recovered from 
blood and sputum cultures. 

While P. aeruginosa is a common aetiological agent of 
nosocomial pneumonia, community acquired pneumonia 
(CAP) caused by P. aeruginosa is uncommon. In a recent 
prospective study of 5130 patients, the overall incidence 
of CAP caused by P. aeruginosa was only 0.4% with an 
18% mortality rate.1 The proportion of P. aeruginosa is 
higher among patients presenting with rapidly progressive 
pneumonia which necessitates intensive care treatment.2 
Most reports of CAP caused by P. aeruginosa are in patients 

a n s W e r  t o  P H o t o  Q U i Z  ( P a G e  4 0 2 )
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with pulmonary comorbidity, immune suppression, 
following hospitalisation or within 30 days of antimicrobial 
therapy.3 
P. aeruginosa CAP can be rapidly progressive, presenting 
as necrotising pneumonia with cavitary lesions on chest 
radiography with predilection for lower lobes.4 The 
high mortality rate is partly due to inadequate empirical 
antimicrobial treatment. 

Our patient had chronic lung disease and chronic alcohol 
abuse as predisposing risk factors and the possibility of  
P. aeruginosa CAP could be suggested by the severity of his 
disease and its rapid progression. When a patient presents 
with severe rapidly progressive necrotising pneumonia 
and relevant risk factors, a high index of suspicion for  
P. aeruginosa CAP is required and empirical 
anti-pseudomonas antimicrobial treatment should be 
considered. 
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figure 1. Chest X-ray showing alveolar infiltrates in the 
right middle lobe and left lower lobe (black arrows) and 
a large cavitary lesion in the upper segment of the right 
lower lobe (white arrows)

figure 2. High-resolution computed tomography 
imaging of the chest showing a 6 cm cavitary lesion in 
the upper segment of the right lower lobe (white arrows)


